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Finite Element Modeling of Electric Field 
Distribution in a Defective XLPE Cable 
Insulation Under Different Magnitudes 
of Stressing Voltage 

S. H. Sulaiman, Mohamad N. K. H. Rohani, A. Abdulkarim, A. S. Abubakar, 
G. S. Shehu, U. Musa, A. A. Mas’ud, N. Rosle, and F. Muhammad-Sukki 

Abstract Air voids in solid dielectrics affect the performance and lifespan of high 
voltage (HV) equipment. In this research, electric field distribution within a cross-
linked polyethylene (XLPE) HV cable is analyzed using a finite element analysis 
(FEA) software, COMSOL Multiphysics. The study was performed in the presence 
of air cavity of different sizes within the insulation. The average as well as the 
maximum field strengths for both 2D and 3D of the healthy cable were observed to 
be equal under five (5) stressing voltage levels. The local field for 1 mm cavity radius 
in 3D was however lower than that of 2D model with an approximate percentage 
decrease of 9% for all the applied voltages. Further investigations on the 3D model 
show that average field rises with voltage and slightly decreases with increasing 
cavity size, while field enhancement is affected more by the cavity size than voltage 
stress. 
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1 Introduction 

In order to provide an uninterruptible power supply to customers, ensuring the relia-
bility of power system networks becomes a necessity. High voltage (HV) installations 
like power cables and transformers are integral parts of modern power networks, and 
proper monitoring of their conditions defines the overall efficiency and reliability 
of the system [1]. Operation of HV equipment relies on quality of insulation [2] 
which must cope with the varying operating stresses to avoid fast deterioration of 
the insulation systems and ensure satisfactory operation. 

Insulation deterioration and breakdown due to factors like partial discharge (PD) 
and water treeing are major concerns in HV equipment [1, 3]. Air voids, protrusions 
or cracks in or/and on the dielectric serve as PD initiation regions [4]. A sustained PD 
may lead to total breakdown [5]. PD measurement is therefore employed for diag-
nostics in HV systems. Accurate modeling and estimation of the field strength and 
distribution within PD initiating sources aids the understanding of HV installations 
behavior of [6]. 

Most researches have utilized simple 2D models to study the impact of electric 
field in voids of different geometries and sizes [7–9]. Although appreciable results 
were obtained from these works, the 2D model in the literature is still inadequate 
as it does not depict a practical cable. In this paper, electric field distribution within 
an XLPE cable is analyzed in 2D and 3D models considering two scenarios; Case 
1: healthy cable and Case 2: with a single spherical void. The field distribution as 
a function of void radius and applied voltage was investigated, and the two models 
were compared. Capabilities of COMSOL were utilized in the development and 
simulation of the model. Further analyses were then carried out on the 3D to examine 
the relationship between voltage magnitude, cavity size and field strength. 

2 Materials and Methods 

The material properties of the cable model used in this work are adopted from [7] as  
presented in Table 1, while its geometrical specifications are given in Table 2. 

Under applied voltage, U0, the void is exposed to a local field, E0, given by [8]:

Table 1 Cable material 
properties

Material Conductivity (S/m) Relative permittivity 

Copper 5.85 × 107 1 

Aluminum 3.57 × 107 2.2 

XLPE 1.0 × 10–15 2.3 

Graphite 3.0 × 10–3 500 

PVC 1.0 × 10–15 2.9 

Air 1.0 × 10–100 1
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Table 2 Geometry of the 
XPLE cable model

Layer Component Material Value (mm) 

1 Conductor radius Copper 9.2 

2 Inner sheath thickness Graphite 1.8 

3 Insulation thickness XLPE 7.6 

4 Insulation screen Graphite 2.5 

5 Earthing screen thickness Copper 0.8 

6 Bedding PVC 1.3 

7 Armor wire thickness Aluminum 1.3 

8 Outer sheath thickness PVC 1.3

E0 = −∇U0 (1) 

Involving the free charge, the electric field displacement is represented as [3]: 

∇. D = ρ j (2) 

where ρ j is free charge density and D = ε0 E . The material property, ε, and the 
charge density, ρ, are related by the Poisson’s equation [4]: 

∇2 U0 = −  
ρ 
ε 

(3) 

Equation 3 can be solved through finite element approach. 
Insulation charge density may be neglected. For voids with extremely small size, 

void charge density is negligible [4, 5]. In that case, Eq. 3 reduces to [6]: 

∇2 U0 = 0 (4)  

The sinusoidal voltage U0 is given as [6]: 

U0 = Um sin 2π f t (5) 

where f is the frequency and Um is the peak value of the applied voltage. The boundary 
condition between two media is given by [4]: 

n.
( �D1 − �D2

)
= ρs (6) 

where, ρs is surface charge, while n. �D1 and n. �D2 are normal components of electric 
displacement of any two different mediums.
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2.1 Field (Electric and Potential) Equations 

Neglecting the surface charges of the insulation material, Eq. (6) becomes [4]: 

n.
( �D1 − �D2

)
= 0 (7)  

Equation 8 describes the field enhancement factor, η, [6]. 

η = 
E0 − E1 

E1 
× 100% (8) 

E0 is the average field at the center of the void, E1 is the field in a healthy cable at 
the same coordinate with E0. The center of the void in this work is at x = 13.7 mm, 
y = 0.0 mm for 2D and x = 13.7 mm, y = 0.0 mm, z = 25 mm for 3D model. 

2.2 Cable Model 

The model geometry in [7] was used for 2D for field strengths evaluation along a 
cutline that dissects the insulation through the void diameter and emanates from the 
cable center at P1 (x1 = 0.0 mm, y1 = 0.0 mm) to the outer sheath at P2 (x2 = 
25.8 mm, y2 = 0.0 mm). A 3D model with the same properties was developed and 
meshed as shown in Fig. 1a and b respectively. The 3D cutline starts at P1 (x1 = 
0.0 mm, y1 = 0.0 mm, z1 = 25 mm) to P2 (x2 = 25.8 mm, y2 = 0.0 mm, z2 = 
25 mm) along work plane shown in Fig. 1c. The radius of the void is 1.0 mm for 
both 3D and 2D results. 

(a) (b)   (c) 

Fig. 1 3D cable model a wireframe showing void b meshed c work plane
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3 Results 

3.1 Electric Field Distributions in 2D and 3D Models 

Field distribution for healthy cable in both 2D and 3D models are shown in Fig. 2a 
and b respectively. The simulation was performed under 18 kV, 50 Hz AC supply 
using a time dependent study, and the results were recorded at 0.005 s. Maximum 
field around the HV electrode is 3.12 kV/mm in both cases. The model was then 
simulated with a void of 1 mm radius, and field behavior was observed. Maximum 
field in 2D and 3D were 3.65 kV/mm and 3.32 kV/mm respectively as shown in 
Fig. 2c and d. 

Field distribution along the cutlines is shown in Fig. 3a, b and c. Healthy cable in 
both 2D and 3D is shown in (a), while (b) and (c) show defective cable in 2D and 
3D respectively. In the case of defective cable, maximum field occurs inside the void 
at the point closest to the HV electrode. The whole void has higher field than the 
insulation.

Figure 4 shows a comparison of the maximum fields in the 2D and 3D as a function 
of voltage for a 1 mm void radius. In a healthy cable, the two models produced similar

(a)   (b) 

(c) (d) (e) 

Fig. 2 Electric field and potential distributions a 2D healthy b healthy 3D c 2D defective d 3D 
defective e 3D closeup view along work plane 
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(a) (b) (c) 

Fig. 3 Field distribution along cutlines a healthy 2D/3D b 2D defective c 3D defective
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Fig. 4 Maximum field comparison between cable models 

results regardless of the voltage. However, for a defective cable, the 2D model has 
higher field magnitudes than the 3D by around 9% under all voltages. 

3.2 Effect of Void Size on Local Field Under Different 
Voltages 

Effect of void size on the local field magnitudes under different values of the stress 
voltage and fixed void center is examined on the 3D model. Average fields were 
recorded at the void centers for cavity radii of 0.25, 0.5, 1.0 and 1.5 mm. 

Figure 5a shows variation of average fields with void size at different voltages. 
In all cases, the field significantly increases with increase in voltage and slightly 
with decrease in void sizes. In Fig. 5b, smaller voids have more impact on field 
enhancement.
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(a) (b) 

Fig. 5 Impact of void radius and voltage on a average field b field enhancement 

4 Conclusion 

In this paper, 3D and 2D models of an XLPE cable were developed for electric field 
analysis. This research has established the closeness in field results between 2 and 
3D models of healthy cable. However, significant difference was observed when a 
defect exists within the insulation bulk. For a cavity of 1 mm radius, maximum field 
strengths in 3D model were always less than those in 2D model by about 9% for 
all stress voltages considered in this work. Finally, average field was observed to 
rise with voltage stress but decreases slightly with increase in void sizes, while field 
enhancement is more affected by cavity size than voltage stress. 

Acknowledgements This work is supported by the Ministry of Higher Education Malaysia under 
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Optimal Switching Sequence of Urban 
Power System Based on Dynamic 
Thermal Rating Parameter Adjustment 

Yi Su and Jiashen Teh 

Abstract With the emergence of flexible topology technology in UPSs, the number 
of breaker action has increased, making the sequence more important. In addition, 
during the switching process, In addition, short-term violations may occur, such as 
line overloading, which can necessitate additional corrective operations to maintain 
the stability and reliability of UPS. In response, this article proposes the use of 
dynamic thermal rating (DTR) technology to replace the existing overload judgment 
conditions and accurately evaluate the risk of the changing process. To improve 
the accuracy of the key parameters in DTR model, this paper also proposes a real-
time feedback correction framework. Finally, a comprehensive evaluation model is 
constructed that takes into account node voltage to assess the operation sequence 
of dynamic line overload, which provides assistance for the switching of the power 
grid state. Simulation results show that the proposed feedback correction scheme 
improves the accuracy of the DTR model, and the comprehensive evaluation model 
effectively solves the optimal sequence problem of long-time, multi-switch stepping 
operations, improving system stability. 

Keywords Urban power system · Switching sequence · Dynamic thermal rating 

1 Introduction 

The trend of optimizing operation through large-scale topology switching has become 
a current hot spot in response to the rapid development of urban power grids [1]. 
However, the application of flexible topology technology is constrained by capacity, 
and may cause short-term congestion, which need more operations [2]. To effectively 
solve this problem, capacity expansion of overhead conductors can be utilized.
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Using the real-time monitoring of conductor operations and the use of the DTR 
model to calculate current carrying capacity, enabling delicate management of trans-
mission capacity and dynamic capacity increase of overhead lines under unfavor-
able weather conditions [3]. As meteorological information collection improves and 
costs decrease, it is expected that dynamic capacity increase technology will be more 
widely applied in engineering, with increased research focus on improving model 
accuracy. 

In addition, large-scale topology switching needs to optimize the switching 
sequence to ensure the minimum impact on the power grid during the switching 
process [1]. Therefore, we build a dynamic capacity expansion model based on DTR, 
and use the feedback adjustment to adjust two important parameters of DTR. Then, 
build a comprehensive evaluation model to choose the optimal switching sequence. 
The simulation shows the proposed method is useful and meet engineering needs. 

2 Dynamic Capacity Expansion Using Dynamic Thermal 
Rating 

In this chapter, the heat balance equation of the IEEE std 738-2012 [4] standard 
is introduced and the various parameters and variables involved are analyzed. It is 
pointed out that the solar radiation absorption coefficient and conductor heat dissipa-
tion coefficient, which are easily overlooked, have a significant impact on the calcula-
tion of the current carrying capacity. Propose a quasi-real-time micro-meteorological 
data to predict the real-time ampacity to realize the dynamic capacity expansion of 
overhead lines. 

2.1 Parameters Adjustment of Dynamic Thermal Rating 
Model 

The capacity of overhead lines can be expressed as follows [4]. 

I (t) =
/{

Qc(t) + Qr (t) + mCp · dTs (t) dt  − Qs(t)
}/

R[Ts(t)] (1) 

R[Ts(t)] =
[
R
(
Thigh

)− R(Tlow) 
Thigh − Tlow

]
· (Ts − Tlow) + R(Tlow) (2) 

Qc(t) = f
(
Kangle, Vw

) · [Ts(t) − Ta(t)] (3)
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Qr (t) = 17.8 · D0 · ε ·
[(

Ts(t) + 273 
100

)4 

−
(
Ta(t) + 273 

100

)]
(4) 

Qs(t) = α · Qse · sin(θ ) · A' (5) 

where Vw, Kangle, Ta(t), Ts(t), Qse, and θ are the input data, represent wind speed 
at the conductor [m/s], wind direction [deg], ambient air temperature at time t[°C], 

conductor temperature at time t[°C], intensity of solar radiation
[
W/

m2

]
, and sun 

incidence angle, respectively. The output is the overhead line capacity [A], i.e., 
I (t). The intermediate variables include: Qc(t), Qr (t), and Qs(t), which represent 
overhead line convective exchange heat [W/m], radiation heat dissipation [W/m], 
solar radiation absorption heat [W/m] respectively. The constant parameters include: 
D0, R

(
Thigh

)
, R(Tlow), and mCp, representing outside diameter of conductor [m], 

AC resistance corresponding resistance at high temperature and low temperature [Ω], 
and total heat capacity of conductor [J/(m-°C)]. 

The constant parameters can be found in the overhead line manufacturer’s instruc-
tions; the input data can be found in the weather system or DTR system. But there 
are two parameters, i.e., α and ε is a constant [4] in the range of [0.15, 0.95], which 
is closely related to the reality of conductor smoothness and aging. 

The α and ε are usually determined by empirical values and are not valued. In fact, 
they are closely related to the accuracy of the model. \* MERGEFORMAT Fig. 1. 
shows the influence of α and ε changing to current under the same meteorological 
conditions. 

It can be seen from \* MERGEFORMAT Fig. 1 that compared with 0.8 for α and 
ε, , the change of parameters makes the current carrying capacity of the conductor 
fluctuate between [− 20.3%, 12.2%], which cannot be ignored. Therefore, this paper

Fig. 1 Solar radiation absorption coefficient and conductor heat dissipation coefficient on the 
current effect (IEEE Std 738-2012 Standard calculation case conditions) 
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Fig. 2 Schematic diagram 
of the calibration process of 
solar radiation absorption 
coefficient and conductor 
heat dissipation coefficient 

constructs α and ε adjustment systems to further improve the accuracy of DTR model. 
The process is shown in \* MERGEFORMAT Fig. 2. 

Considering that there are two parameters to be determined in the parameter 
adjustment process, and the iterative convergence method needs to clarify the conver-
gence direction, the adjustment rules are formulated as follows: (a) For high temper-
ature conductors (conductor temperature greater than 150°C), ε has a great influence 
on the model calculation current. That is, by maintaining α constant, the adjustment 
ε causes the model calculating the current Imodel  to approximate the actual current 
Itrue. (b) For low-temperature conductors (temperature less than 75°C), α affects the 
model calculation current greatly. That is, by maintaining ε constant, the adjustment 
α causes the model calculating the current Imodel  to approximate the actual current 
Itrue. It should be pointed out that the real-time change rate of α and ε is small, so 
the parameters can be used as the fixed value of model parameters for a long time 
after adjustment until they exceed the threshold. In this way a more accurate model 
is proposed. 

2.2 Line Capacity Constraint Relaxation Based on Dynamic 
Thermal Rating 

The capacity of transmission line is mainly affected by external micro meteorological 
conditions. Thus, use the DTR technology to dynamically calculate the capacity, to 
ensure no heavy load tripping during the relaxation as follows. 

−I DRT  
l ≤ Il ≤ I DRT  

l (6) 

The short-time-scale micro-meteorological data can be regarded as unchanged 
[5], and use it as an input to calculate the quasi-dynamic capacity. Namely, the α and
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ε are adjustment at day-ahead dispatch and the dynamic capacity are calculated at 
intra-day dispatch, using the input data at time t − 1 to forecast the capacity at time 
t. 

3 Optimal Switching Sequence Selection Model 

This section built a comprehensive model considering the overvoltage and overload 
to choose the optimal switching sequence. Assuming the transition from A to B 
requires N number of switching, the model of the switching sequence is as follows.

 = min 
N∑

R=1

[
τ1 

H

(
H∑

a=1 

f R 
U (a)

)
+ 
τ2 

L

(
L∑

l=1 

f R 
I (l)

)]
(9) 

f R 
U (a) =

 |uR 
a −1|
0.07 , 0.93 ≤ uR 

a ≤ 1.07 
1 others 

(10) 

f R 
I (l) =

 
I R 
l 

Imax,l 
, I R 

l ≤ Imax,l 

1, I R 
l ≥ Imax,l 

(11) 

where the f R 
U (a) is index of nodal voltage deviation from the ideal rated voltage (1 

p.u.); f R 
I (l) is the index of line loading deviation from the maximum ratings of the 

line. τ1 and τ2 are the weightages that indicate the emphasis level of the objective 
functions, which are set based on the priority of the user. 

4 Results and Discussion 

A modified 56-node test system is used here as \* MERGEFORMAT Fig. 3. shows,  
which is formed by 1 IEEE 14-node transmission network [6] and 3 IEEE 14-node 
distribution networks [7]. The parameter adjustment of DTR is based on the feed-
back conditions of the actual system. This article performs feedback adjustment on 
several DTR application lines in Guangdong, China. The results are as shown in \* 
MERGEFORMAT Table 1.

Table 1 shows that the value of a line operating for 1 year is below to 0.3, while 
lines operating over 5 years is over 0.7. For lines operating over 10 years is about 
0.9. 

Then, this paper uses the α = 0.73, ε = 0.82 as the line parameters of the 56-node 
test system. The meteorological parameters are taken the data of Haiyang, Shandong, 
China in 2019. Assume that the changes between A and B in the test system are: 
S3 − 114, 104–113, S6 − 212, S12 − 201, 201–202, 201–204, S9 − 301, 301–302,
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Fig.3 Schematic diagram of 
the calibration process of 
solar radiation absorption 
coefficient and conductor 
heat dissipation coefficient 

Table 1 Parameters 
adjustment of DTR based on 
real-time current feedback 

Operation years α ε ξ 
1 year 0.23 0.31 0.042 

5 years 0.73 0.82 0.047 

10 years 0.86 0.92 0.041

303–308, 301–303. \* MERGEFORMAT Fig. 4. shows the current changes in the 
transition process.

As \* MERGEFORMAT Fig. 4 shows, if the dispatcher closes branch 201–204, 
line S6 − 212 grows to 240.1 A, which is under the tolerable current based on 
relaxation coefficient. But it may increase the line failure probability greatly when in 
5:00–10:00, because of influence of weather on the line (tolerable current calculated 
by DTR is only about 170–200 A). And it increases to 249 A at 18:00. Therefore, 
quantifying relaxation conditions based on DTR rather than relaxation coefficient is 
useful to dispatcher control operational risk. The current of line S3 − 114 is about 
290 A until the branch 301–303 closed. So, closing that branch early or not affects 
the stability of power grid. 

So using the switching sequence model proposed here can well evaluate the risks 
in the process of flexible topology and improve system stability.
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Fig.4 Current changes in the transition process

5 Conclusion 

This paper proposes a feedback framework to enhance the accuracy of the dynamic 
thermal rating (DTR) model and utilizes DTR technology for risk assessment of line 
overload in urban power grids. By constructing an optimal sequence for the operation 
process, the paper achieves optimal control of large-scale operations in urban power 
grids. The experimental results demonstrate that the method described in the article 
improves the accuracy of the DTR model, especially for lines with different operating 
durations. Furthermore, the optimal sequence model effectively addresses stability 
concerns in multi-step continuous operation processes. 
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Improved DC-Link Voltage Control 
Scheme for Standalone PV Renewable 
Energy System 

Muhammad Najwan Hamidi 

Abstract In this paper, an improved DC-Link voltage control algorithm is proposed 
for the application on a standalone photovoltaic (PV) renewable energy system. 
The algorithm is based on the perturb & observed based voltage regulator (POVR) 
algorithm. By deploying the proposed algorithm with a buck-boost converter together 
with the inclusion of dynamic step size, ∆D changing technique, the suggested 
algorithm managed to have a very good balance between tracking speed and output 
voltage ripple. This is proven through the conducted simulation where in overall, the 
proposed algorithm produced the highest and lowest output voltage ripple of 0.1% 
and 0.3%, respectively. In terms of tracking time, the highest and lowest recorded 
times are 0.05 s and 0.9 s, respectively. The tracking times are only marginally higher 
than the POVR with large ∆D and much lower than the POVR with small ∆D. On 
the other hand, the output voltage ripples using the proposed algorithm are found to 
be considerably lower than the POVR with large ∆D and only slightly larger than 
the POVR with small ∆D. 

Keywords Standalone · PV system · DC-Link Control 

1 Introduction 

A standalone PV system typically includes a PV source, DC-DC converters, and 
optionally an inverter and loads. It is an off-grid system that can independently power 
standalone loads, making it a cost-effective solution, especially in remote locations 
with geographical challenges. Additionally, the continuous costs for electricity and 
maintenance requirements are typically lower [1]. 

A standalone PV system, with or without a battery storage system, operates differ-
ently from a grid-connected system. The load determines the power output, and the

M. N. Hamidi (B) 
School of Electrical & Electronic Engineering, Universiti Sains Malaysia, 14300 Nibong Tebal, 
Malaysia 
e-mail: najwan@usm.my 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. S. Ahmad et al. (eds.), Proceedings of the 12th International Conference on 
Robotics, Vision, Signal Processing and Power Applications, Lecture Notes in Electrical 
Engineering 1123, https://doi.org/10.1007/978-981-99-9005-4_3 

19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9005-4_3&domain=pdf
mailto:najwan@usm.my
https://doi.org/10.1007/978-981-99-9005-4_3


20 M. N. Hamidi

system must meet the demand, even at its highest. The DC–DC converter is respon-
sible for providing accurate voltage levels to the loads, which have specific voltage 
requirements. A standard pulse-width modulation (PWM) controller can adjust the 
duty cycle, D to achieve the desired voltage, but it has a narrow regulating range since 
it can only regulate based on the instantaneous PV operating point. To address this 
limitation, a hybrid algorithm called POVR is introduced, which has active power 
tracking and a wider regulating range [2]. 

The POVR, despite its ability to regulate DC-Link voltage over a wide range, has 
drawbacks. Steady-state oscillation is one of these drawbacks, caused by the P&O 
MPPT algorithm on which the POVR is based [3]. This oscillation is worse with 
POVR because the PV operating point falls between 0 V and Vmpp, where the PV 
voltage is lower. Achieving the reference voltage, Vref, requires a higher D, resulting 
in higher ripples due to the boost converter relationships [4]. 

This paper proposes an improved DC-Link voltage control technique for a stan-
dalone PV renewable energy system to overcome the aforementioned drawbacks. 
A buck-boost converter is used with POVR instead of a boost converter, which 
can operate the PV panel in the higher voltage region, reducing the required D 
to achieve target voltage levels. The system is simulated and demonstrated using 
MATLAB-Simulink software. 

2 System Modelling 

2.1 Overview 

The suggested standalone PV renewable energy system consists of a PV module, a 
standard buck-boost DC–DC converter and a standalone DC load as in Fig. 1. The  
proposed algorithm is implemented to control the duty cycle of the switch. 

Fig. 1 The implemented boost DC–DC converter
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2.2 The Proposed Control Algorithm 

The proposed control scheme in this paper is based on the POVR algorithm with 
some modifications. The original POVR is designed for a boost DC–DC converter, 
with the PV operating point related to the step-size, ∆D used. Large ∆D places the 
operating point between 0 V and Vmpp, while small ∆D places it between Vmpp 
and the open circuit voltage, VOC, which is more desirable as it has lower PV current 
(IPV). Trade-offs exist between ∆D, response time, and output voltage ripple, with 
large ∆D having faster response time but higher ripple voltage, and vice versa for 
smaller ∆D. 

The proposed algorithm in this paper is designed for a buck-boost converter and 
incorporates a dynamic ∆D changing technique to minimize steady-state oscillation 
while maintaining fast response time. Once Vref is achieved, ∆D is reduced using a 
simple technique. Figure 2 shows the flowchart of the control algorithm. 

As can be seen, the ∆D is set at a larger value in the beginning, and the value is 
reduced once the output voltage falls within 99 and 100.03% of Vref. As such, the 
tracking time will be shortened due to the larger initial ∆D, and the oscillation can 
be reduced due to the reduced ∆D after  Vref is achieved. Both quick-response time 
and low output voltage ripple can be achieved. Additionally, from the deployment 
of the buck-boost converter, the range of D can theoretically be anywhere between 
0 and 1 as compared to POVR operation with a boost converter. 

Technically, the proposed algorithm operates by using the standard P&O MPPT 
concept. But, instead of tracking for maximum power point (MPP), the algorithm 
tracks for reference power, Pref. Pref is directly related to Vref according to the

Fig. 2 Flowchart of the proposed control algorithm 
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Fig. 3 Operating region depiction of the proposed algorithm 

following relationship. Once Pref is tracked, D will be adjusted based on the instan-
taneous PV voltage, VPV, to produce the desired output voltage, VDC. The operation 
can be simplified as shown in Fig. 3. With such an operation, the algorithm can also 
be deployed as a standard MPPT algorithm by setting the Vref to a very large value. 

The proposed algorithm is advantageous compared to the normal POVR since its 
operating region is in between VMPP and Voc. In this region, VPV is higher and IPV is 
lower. With higher VPV, lower D is required to produce the desired output voltage. 
This, in turn will reduce ripple. 

3 Results and Discussion 

Simulation works are conducted using MATLAB/Simulink software to demonstrate 
the operation and performance of the proposed DC-Link voltage control scheme in 
a standalone PV renewable energy system. The tests conducted aimed to analyse 
the characteristics of VDC at different Vref. Comparative analysis is also done to 
compare the VDC obtained using the proposed algorithm and the original POVR at 
different ∆D. Throughout the tests, the load, irradiance and temperature are set at 
100 Ω, 1000 W/m2 and 25 °C, respectively. Figure 4 shows the VDC obtained using 
POVR and the proposed algorithm at Vref of 40 V. It can be seen that VDC reached 
the Vref point in about 0.09 s. The average value of VDC measured is 40.04 V, with 
the ripple voltage at only 0.3%. Using POVR, the tracking time is marginally lower 
which is at 0.06 s with ∆D of 0.1. However, the average VDC value obtained is 
59.94 V, and the voltage ripple is at 0.5%. If a smaller∆D of 1e-6 is used instead, the 
POVR produces an average VDC value of 60.00 V with a slightly lower ripple voltage 
of 0.2% compared to the proposed algorithm. However, the tracking time is much 
slower, which is at 0.64 s. The full output characteristics analysis of VDC at the tested 
Vref and several other Vref are presented in Table 1. In brief, the proposed algorithm 
has the best balance between tracking time and output ripple where the tracking times 
measured are only marginally higher than the tracking time obtained using POVR
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with large ∆D and much lower than the POVR with small ∆D. The output ripples 
measured are also only slightly higher than the ripple observed when deploying 
POVR with small ∆D. and much higher than POVR with large ∆D. In terms of 
output voltage accuracy, all methods can be considered good. It can be concluded 
that the proposed technique reduced output ripple by 55% on average compared to 
POVR with large ∆D. It also increases tracking time by 57% on average compared 
to POVRs with small ∆D. 

When Vref is set at a very high value, both the proposed and the POVR algorithms 
will operate as a normal maximum power point tracking (MPPT) algorithm. Under 
this scenario, all techniques produced almost similar results since the operations are 
at MPP. So, there is theoretically no difference whether the tracking is from the left 
or right side of the power-voltage (P–V) curve. From Table 1 as well, it can be seen 
that when using POVR with small ∆D, the algorithm will fail to track for Vref since 
the PV operating region has a voltage value higher than Vref. Thus, a boost converter 
will not be able to track for the targeted voltage.

Fig. 4 VDC measurements using different techniques at Vref = 40 V 

Table 1 Output characteristics using different techniques 

Vref (V) VDC (V) VDC ripple (%) Tracking time (s) Duty cycle, D 

A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 

20 20.03 19.99 – 0.30 0.40 – 0.05 0.03 – 0.33 0.93 – 

40 40.04 39.98 40.00 0.30 0.90 0.20 0.09 0.06 0.67 0.51 0.90 0.02 

60 60.04 59.94 60.00 0.20 0.50 0.02 0.24 0.14 1.4 0.61 0.87 0.37 

80 80.05 80.04 80.00 0.20 0.50 0.10 0.35 0.25 0.80 0.69 0.83 0.55 

100 100.0 99.83 100.0 0.10 0.60 0.10 0.90 0.50 2.6 0.76 0.79 0.68 

MPP 111.6 112.8 111.3 0.02 0.03 0.02 2.2 2.2 2.1 0.81 0.76 0.76 

Note A1 refers to the proposed algorithm, A2 refers to the POVR algorithm using large ∆D, and 
A3 refers to the POVR algorithm using small ∆D 



24 M. N. Hamidi

Fig. 5 PV operating points using different techniques 

Figure 5 shows input characteristics on a P–V curve. The proposed algorithm and 
POVR with small ∆D have a power tracking region from VOC of 40.16 V to VMPP 

at 26.39 V. POVR with large ∆D tracks from 0 V to VMPP. The proposed algorithm 
uses a buck-boost converter, allowing for a higher tracking range. At Vref of 20 V, 
the proposed algorithm can still step down PV voltage with buck operation, which 
POVR with a boost converter cannot achieve. 

The duty cycle is an important factor to consider. Table 1 shows that the proposed 
algorithm with a buck-boost converter can operate with a theoretical D range of 0– 
1. POVR can also achieve this with a small ∆D. However, if a boost converter is 
used with POVR, it will not be able to track Vref if it is set below VMPP. Using a 
large ∆D with POVR produces duty cycle values that are all greater than 0.7 and 
inversely proportional to Vref, which results in higher voltage ripple. These findings 
demonstrate that the proposed algorithm has the widest regulating range. 

4 Conclusion 

In this research, a new DC-Link voltage control scheme is proposed for standalone 
PV renewable energy systems. The proposed algorithm has a good balance between 
tracking speed and output voltage ripple compared to the POVR algorithm. It also 
has the highest voltage regulating range, operating anywhere between 0 and 1. The 
proposed algorithm has tracking speeds of 0.05–0.9 s, only slightly higher than POVR 
with large ∆D and much lower than POVR with small ∆D. Output voltage ripple
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using the proposed algorithm ranges from 0.1 to 0.3%, slightly higher than POVR 
with small ∆D and considerably lower than POVR using large ∆D. 
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Wind Energy Distributions 
for Integration with Dynamic Line 
Rating in Grid Network Reliability 
Assessment 

Olatunji Ahmed Lawal and Jiashen Teh 

Abstract Wind power presents a promising form of sustainable energy readily avail-
able with negligible greenhouse gas emissions. However, the variability in wind 
speed and power presents significant challenges for modelling and forecasting for 
grid reliability studies. This article examines how wind varies using four statistical 
distributions: Weibull, gamma, Rayleigh, and lognormal. It systematically reviews 
the prospects of integrating wind power into power systems with dynamic line rating 
(DLR). It highlights each distribution’s crucial considerations and limitations when 
selecting a wind distribution for analysis. The study shows that integrating wind 
power into power systems using DLR can address reliability. This approach increases 
infrastructure utilization and facilitate the integration of wind energy. Grid operators, 
and energy stakeholders seeking effective strategies for renewable energy integration 
that balance reliability and cost-effectiveness will find this study relevant. 

1 Introduction 

Dynamic line rating (DLR) is a technology that adjusts the ampacity of over-
head transmission lines in real-time by considering the changes in physical and 
environmental conditions. Its significance lies in maintaining optimal power flow, 
preventing system failure caused by overloading, reducing congestion on power lines, 
increasing efficiency, enabling the integration of renewable energy sources (RES), 
and improving cost-effectiveness in power generation and dispatch. DLR data is 
obtained through direct sensors or weather-based measurements and modelling of 
atmospheric parameters such as temperature, wind velocity, and solar irradiance, 
which is essential for accurately assessing the transmission line’s thermal capacity.
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A recent comprehensive overview [1] highlighted the significance of weather and 
climate in energy-related problems. It showed that DLR technology is essential in 
ensuring an efficient power flow and preventing system collapse due to overload. 

Additionally, deploying DLRs reduces renewables’ curtailment, providing a 
means to mitigate the challenges of climate change caused by increasing global 
warming when well forecasted and deployed. It is worth noting that the emission 
of greenhouse gases can have severe health, safety, and environmental impacts [2]. 
DLRs play a crucial role in reducing greenhouse gas emissions by integrating renew-
able energy sources, ensuring efficient and cost-effective power dispatch, and miti-
gating climate change challenges caused by global warming. By preventing system 
collapse due to overload, reducing power line congestion, and improving efficiency, 
DLRs can reduce curtailment of renewables. The growing deployment of renewable 
energy generation capacities in China, the US, and Europe highlights the increasing 
dependence on meteorological forecasting for power system operations. Authors in 
[3–6] researched the correlation between the potential power output of wind farms 
and the cooling of overhead line conductors. Results confirm a positive correlation 
between wind generation and line rating. 

Consequently, implementing DLR on relevant transmission lines could mitigate 
wind farm curtailment. The importance of DLR forecasting in short and medium 
terms has been stressed in [7, 8]. The studies used stochastic and deep learning 
methods in the forecasting of DLR to be used in system operations and planning. At 
higher wind speeds, the power generation of wind farms increases. Forecasting DLR 
for a reliable power system network has also been paramount for researchers. With 
this, a novel algorithm for DLR forecasting has been proposed in [9]. This produced 
an accurate forecasting model that will allow the ful potential of the line capacity 
thereby allowing wind integration. Load curtailment cost, generator dispatch cost 
and wind curtailment costs have also been found to reduce in a study optimizing 
network topology for imoroved wind penetration [10]. 

A study in [11] provided a comprehensive review of DLR technologies, method-
ologies and equipment, communication and reliability challenges with deployment 
[12–14] and real-world application, and future DLR implementation approaches. 
They proposed further research into DLR usage on Power system components such 
as transformers, circuit breakers, and protective relays. In a bid to present a prob-
abilistic line rating forecasting model in a two-stage stochastic optimisation model 
in [15], a methodology to optimise reserve holding levels and energy production in 
the scheduling and re-dispatch actions in real-time operation was imminent. Effi-
cient filtering approaches can handle the computational burden of DLR, balancing 
the benefits of higher line capacity utilisation against increased holding and reserve 
services costs to manage forecasting errors. The DLR system supports the cost-
effective integration of high wind penetration, and multiple sources of uncertainty 
related to DLR must be considered to achieve optimal results. The reliability impacts 
of DLR have also been studied with the integration of wind energy [16] and battery 
energy storage systems (BESS) [17]. The study showed how the effects of increased 
generation and storage capacity could be enhanced on the transmission lines.
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The prospects of DLR in ensuring power transmission reliability have been 
surveyed in [18]. The study saw smart grids incorporating ICT to better the tradi-
tional grid. It also observed that as much as the power generated does not match 
load demands, wheeling out power from the generating stations with the weak, aged 
transmission infrastructure will continue to be challenging in many parts of the world. 

Network topology optimisation, DLR and BESS were combined to improve 
congestion and increase network flexibility [19]. DLR was used in the study to 
enhance the line rating, while BESS was used to time-shift wind power to avoid 
spillage. The combination of the three methods reduced wind and load curtailment 
costs. 

Smart grids involve an increased penetration of sensors and ICT in power delivery; 
the reliability of the ICT components termed the cyber components, is pertinent in 
developing a complete framework for cyber-physical interdependencies of the power 
system components. The cyber components involve the integration of data commu-
nication gadgets, control, protection and monitoring devices, and their reliabilities 
as proposed in [20]. 

2 Wind Energy Distributions 

Wind energy is a sustainable and promising renewable energy source, but its unpre-
dictability and variability challenge integration into power systems. Statistical distri-
butions such as Weibull, Rayleigh, Gamma, and Lognormal have been developed 
to model wind energy output based on wind speed, allowing for effective plan-
ning, design, and management of wind energy systems. These distributions enable 
wind energy integration into power systems while accounting for variability and 
uncertainty (Table 1).

3 Method  

The four major wind distribution models will be simulated, their outputs will be 
compared, and they will be integrated with a reliability test system to assess the 
system’s reliability. 

1. Measure the wind speed in the target area. 
2. Calculate the wind power associated with each measured wind speed. 
3. Define the parameters for each distribution to be used. 
4. Generate wind speed data for each distribution based on the defined parameters. 
5. Use the wind turbine power curve to compute the power output for each wind 

speed. 
6. Create a plot displaying the wind speed and power output data.
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Table 1 Statistical distributions for wind models 

Distribution Description Formulae Merits Assumptions 

Gamma It is a continuous 
probability 
distribution that 
is  often used to  
model wind 
speed frequency 
distributions in 
areas with 
complex terrain 

f (x) =
(
x (k−1)∗e( −x 

θ )
)

(θ k∗�(k)) 
k is the shape parameter, 
θ is the scale parameter 
and x is the wind speed 

It can capture the 
influence of 
terrain and other 
local effects 

Wind speed is 
independent 
and identically 
distributed 

Log-normal It is often used 
to model wind 
speed in areas 
with 
atmospheric 
stability effects, 
such as thermal 
turbulence or 
wind shear 

f (x) = 
1 

(xσ
√

(2π ))) 
∗ (ln(x)−μ)2 

2σ 2 

σ is the standard 
deviation of the 
logarithm of wind speed, 
x is the wind speed, and 
μ is the mean of the 
logarithm of wind speed 

It models wind 
speed frequency 
distributions in 
areas with 
atmospheric 
stability effects, 
and it can 
account for the 
skewness and 
kurtosis of the 
distribution 

It assumes the 
same 
independence 
and identical 
distribution of 
wind speeds 

Rayleigh It is often used 
to model wind 
speed in areas 
with no 
dominant wind 
direction 

f (x) = x 
σ 2 ∗ e−

(
x2 

2σ 2

)

x is the wind speed, and σ 
is the scale parameter 

It is a simple 
distribution that 
can be easily 
applied in 
practice 

Wind speed 
and 
distribution 
assumption 

Weibull It is a popular 
method used to 
model wind 
speed 

f (x) = 
k 
λ ∗

( x 
λ

)(k−1) ∗ e
(
−( x λ )

k
)

λ is the scale parameter x 
is the wind speed, and k 
is the shape parameter 

It is a flexible 
distribution that 
can take a wide 
range of shapes 

Wind speed 
and 
distribution 
assumption

4 Results and Discussion 

Wind speed data and corresponding power output were generated using four distinct 
probability distributions. A wind turbine power curve was applied to calculate the 
power output for each wind speed. Finally, histograms were plotted to visualize the 
wind speed and power output data for each distribution. 

Although the histograms of wind speed and power output data from different 
distributions may look similar, the underlying distributions can have distinct char-
acteristics and implications for analysis and modelling as shown in Fig. 1a and 
b.



Wind Energy Distributions for Integration with Dynamic Line Rating … 31

(a) (b) 

Fig. 1 a, b: Wind speed and power output of different distributions 

In the context of wind energy, it is crucial to understand not only the average 
wind speed but also how it varies over time. The Weibull distribution offers a flex-
ible shape that can capture different wind speed characteristics, making it a suitable 
choice for modeling wind speed data. In analyzing wind speed and power output 
data, the Weibull distribution is a suitable choice for capturing both the average and 
variability of wind speed, while the Rayleigh distribution is a simplified version of 
the Weibull. The Gamma distribution is a versatile option that can model various 
phenomena, whereas the Lognormal distribution is well-suited for analyzing skewed 
or asymmetric data. By utilizing the Weibull distribution, analysts can gain insights 
into the probability distribution of wind speeds at a particular location. This informa-
tion is valuable in various applications related to wind energy, such as estimating the 
energy production potential of wind turbines, designing wind farms, and assessing 
the reliability and performance of wind power systems. However, it is important to 
carefully consider the underlying assumptions and limitations of each distribution 
when selecting one for modeling or analyzing wind speed and power output data. 

5 Conclusion and Further Works 

Wind speed data generated from various probability distributions can be utilized to 
model wind energy production and predict the expected output of wind turbines. This 
information, along with DLR technology, can be used to dynamically adjust the grid’s 
transmission capacity based on wind power forecasts. For instance, if the forecast 
predicts high wind speeds and high-power output, the DLR system can increase 
the transmission capacity to handle the additional power. If the forecast predicts low
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wind speeds and power output, the DLR system can reduce the transmission capacity 
to avoid grid overloading. 

In a future study, the information generated from the probability distributions 
and wind turbine power curve will be useful for developing and optimizing models 
used in forecasting wind energy production. This will ensure the integration of wind 
energy into the grid with DLR technology to increase transmission capacity and 
ensure grid reliability. 
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Modeling of Multijunction Solar Cells 
InGaAs/InGaP/GaAs/GeSi for Improving 
the Efficiency of PV Modules by 43% 

Muhammad Shehram, Muhammad Najwan Hamidi, 
Aeizaal Azman A.Wahab, and M. K. Mat Desa 

Abstract In the current era, a lot of work is done on solar efficiency improvement 
because the world is turning toward clean energy, which is environmentally friendly 
and generates less global warming. More than one-junction solar cells enhance the 
performance of the PV modules; in this paper, four junction solar cells are exploited 
to convert solar power into fruitful electrical power. The InGaP/ InGaAs/GaAs/ 
GeSi-based four-junction solar cells are produced on a micro-scale to improve the 
efficiency of the system by up to 43%, on the irradiated radiation intensity of the sun 
is near about 1000 w/m2, which is double the efficiency in comparison to the one 
junction solar cells. The concentration of the sun increases the output efficiency of 
the module decreases due to thermal heat losses. Silicon is used as a substrate for 
the formation of the four-junction solar cells to improve the performance of the solar 
module; the wafer-based bonding is used in this system, and the simulation has been 
done in Matlab Simulink to get a better result. 

Keywords Four junction PV cells · Vapor phase with metal organic epitaxy 
(MOVPE) · Si substrate ·Wafer-bonds 

1 Introduction 

More than one type of semiconductor material uses to produce more than one junction 
solar PV cells for the efficiency improvement of the solar panels to get the better 
utilization of the solar energy into consumable electrical power. III-V multijunction 
solar PV cells are adapted to enhancing the performance of the PV module on the 
796 w/m2 irradiated radiation intensity; and concentration of the sun; the junction 
is electrically and mechanically connected the efficiency of the module decrease 
when the obsession is much high 1378 w/m2 [1]. Mechanically connected more than
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one junction solar cells contain optimistic performance; triple-junction solar cells 
are produced by this method for space use because it has good resistance against 
radiation [2]. To achieve the high performance of solar modules, triple junction solar 
cells are constructed with a different material by using the wafer bond, and double 
junction solar cells are fabricated by using the MOVPE technique in which silicon 
uses as a substrate for further improvement of the performance of the module Cells 
are produced by direct wafer bonding for highly doping materials of GaAs-n and 
Si-n; these bonding are performers at 120 temperature, and the maximum efficiency 
of the system finds 30% [3]. Multijunction solar cells have good performance; GaAs-
based devices have a far efficiency of 70 mv for each junction; the dislocation and 
lattice mismatch present in silicon and other layers, which affect the efficiency of 
the PV cells the germanium layer is a mismatch with silicon introduces to produce 
the active layer in the system [4]. A lot of MOVPE issues occur while producing 
multijunction solar cells; for this purpose, high-caliber buffers use between the layers 
for better performance; many growth issues also occur during the fabrication process, 
and good quality material used to overcome the MOVPE issue like phosphine [5]. 

The tandem solar cell is an excellent solution for the improvement of the net 
power of the PV cells; the wafer bonding-based three-junction PV cells developed 
previously; raised the efficiency of the solar module to 34% to more improve the 
performance of the module 4-junction PV cells are introduced which boost the 
performance [6]. The simulation of three-junction PV cells conduct by using the 
different semiconductor materials on the specified intensity of radiation and temper-
ature simulation done in Matlab Simulink and IV, and PV characteristic curve draw 
for triple junction solar cells, all fabric for the preparation of triple junction solar 
cells are lattice matching [7]. The five layers four junction solar cells design to utilize 
the full spectrum of the sun; different parameters are drawn, and compare the results 
as an IV and PV curve; this is an outstanding solution for the improvement of the 
efficiency of the PV cells and the output performance of the cells is 76.198%, and 
efficiency of the fill factor of the PV cell is 43.61% [8]. Four junction solar cells 
InGaP/InGaAs/GaAs/InGaSb with double diode used to improve the performance 
[9]. 

2 Problem Statement 

The existing multijunction solar cells contain less efficiency. Add one more band 
gap of nearly 1.12 eV in triple junction solar cells in which silicon is grown on 
germanium in the bottom cell to raise the performance of the cells to 43% keen scale 
cells are produced, which occupy less area on a small scale.
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Fig. 1 Four-junction PV 
cells 

3 Methodology 

3.1 Four-Junction PV Cells 

The performance of multijunction PV cells improves by adding one more junction 
of semiconductor materials to become the four-junction solar cells; each alliance 
contains its different band gap energy and material. The top cell encloses blue color 
and 1.89 eV energy; the middle junction is green in color and represses 1.65 eV 
energy; the second medial cell is yellow and holds 1.42 eV power; the bottom cell 
is red and contains 1.12 eV energy (Fig. 1). 

3.2 Four-Junction PV Cells Fabrication 

The four-junction PV cells design in this paper further improves the efficiency of the 
multijunction solar cells by up to 43%; each material contains its band gap energy 
in electron volts and consumes the full spectrum of the sunlight to improve the 
conversion energy of the module the below diagram shows the fabrication process 
of four junction solar cells (Fig. 2).

The top cell is n-InGaP which consists of 1.89 eV band gap energy and contains a 
750 nm wavelength of the irradiated radiation intensity of the sunlight; this is growth 
on the top of the GaAs junction by using the tunnel diode in between them. The 
n-InGaP is grown top the GaAs; this is the second junction of the cell, and its band 
gap energy is 1.65 eV; and its wavelength is 1550 nm; this junction is pretending 
as a buffer layer below this junction third junction exists, which is the construct of
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Fig. 2 MPV fabrication 
process

GaAs, and its band gap energy is 1.42 eV wavelength is 2800 nm, both junctions 
are connected through the tunnel diode the last junction is GeSi its wavelength is 
2500 nm, and its band gap energy is 1.12 eV this is the fabrication process of four 
junction solar cells which is grown for enhance the performance of the PV modules 
by using the full spectrum of the sunlight.

4 Results 

Four junction solar cells are simulated in Matlab Simulink the Simulink model is 
given in Fig. 3 the four types of different materials are used to generate this type 
of module, and each material contains its band gap energy and absorbs the sunlight 
according to its color and properties the overall system enhanced the performance 
of the PV module up to 43%, the size of the PV module is 2 m2.

Four different solar cells with unique band gap energy are model in this paper; the 
top cell is InGaAs which contains 1.89 eV energy and absorbs blue color light, and 
the second band gap material is InGaP, its power is 1.65 eV and absorbs green color 
light the third junction is GaAs whose band gap energy is 1.424 eV and yellow the
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Fig. 3 Modeling of four junction solar cells in matlab simulink

Fig. 4 Current versus voltage characteristic curve of four junction solar cells

fourth band gap material is GeSi which has 1.12 eV power and red color all materials 
are model in Matlab Simulink and output results is shown in Fig. 4. 

The characteristic curve of four junction solar cells is obtained in Matlab Simulink 
for one module, and the value of irradiated radiation intensity is specified, which is 
1000 W/m2; the current and voltage value measured on this intensity value the current 
value shown on the x-axis and voltage shows on the y-axis in Fig. 4 at 1000 W/m2, 
the current value of four junction module is 7.9 A, and the voltage value is 37 v for 
one module of the 4-junction PV cells.
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Fig. 5 Power versus voltage characteristic curve of MPV 

The power versus voltage characteristic curve of the four-junction PV cells is 
drawn and shown in Fig. 5; the results are generated on 1000 W/m2, radiation intensity 
of the sun showing that the power of the panel is 205w and the voltage is 37 V. 

5 Conclusion 

The present solar modules have less efficiency for improving these modules’ effi-
ciency; different materials of different band gap energy are used in this paper. More 
than one junction solar cells enhance the efficiency of the overall system; the four 
junction solar cells are exploited to convert the solar energy into electrical energy. 
The InGaP/ InGaAs/GaAs/GaSi-based four-junction solar cells are produced on a 
micro-scale to improve the efficiency of the system by up to 43%, on the irradiated 
radiation intensity of the sun is near about 1000w/m2, which is double the efficiency 
in comparison to the one-junction one band gap PV cells. The concentration of the 
sun increases the output efficiency of the module decreases due to thermal heat losses. 
The output result is generated in Matlab Simulink and proves that four-junction solar 
cells are admirable performance compared to the simple junction solar cells. 
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Control Method of Two-Stage 
Grid-Connected PV Inverter System 

Wang Zhe, Dahaman Ishak, and Muhammad Najwan Hamidi 

Abstract A two-stage, grid-connected PV inverter, and its control method are 
proposed in this paper. By controlling the DC link voltage at the front stage and 
the PWM of the inverter circuit at backstage, an LCL-type PV three-phase grid-tied 
inverter system is established. The paper analyzes the inverter output by this control 
system and compares it with the PV output power on the DC link voltage and current 
for maximum power tracking. The results indicate the proposed method has an excel-
lent performance from the PV modules, the output power is always very stable, and 
the total harmonic distortion is very small. The current and voltage generated at the 
output end of the inverter have fast dynamic response, smooth waveform and strong 
stability. 

Keywords Two-stage · Grid-connected · PV inverter 

1 Introduction 

As energy demands continue to increase, and a desire to utilize renewable energy 
sources to reduce pollution and combat the effect of climate change, PV renewable 
energy has become a key focus for human use. Therefore, a cutting-edge research 
direction is now frequently campaigned in utilizing PV energy and transmitting it 
more efficiently into the power grid. This paper focuses on a two-stage PV inverter 
and its control method for grid connection. The two-stage PV grid-connected inverter 
mainly controls the DC link voltage (front stage) and the inverter drive signal (back-
stage). Meanwhile, there is closed-loop control between the front and back stages.
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The front stage DC link voltage can change the reference current value of the back-
stage through the control loop, achieving efficient control of the input of electrical 
energy to the grid, improving the quality of electrical energy, and achieving a good 
power factor. Additionally, this method can reduce the cost of micro PV inverters [1– 
3]. This paper mainly introduces the structure and control strategy of an LCL-type PV 
three-phase, grid-connected inverter and the control method of the two-stage LCL-
type PV three-phase grid-connected inverter system. The DC link voltage, output 
power, output voltage and current, and grid-connected power quality of the model 
are established and analyzed in detail. The paper also compares the effects of PV 
output power on the DC link voltage, output current, and harmonics. 

2 Tow-Stage LCL Type PV Three Grid-Connected Inverter 
System 

The system includes PV arrays, MPPT system, boost circuit, DC link voltage, three-
phase inverter circuits, LCL filtering circuit, grid connection, and PWM control for 
inverter driving signal, as shown in Fig. 1. 

The working process of the system is as follows: The PV arrays convert solar 
energy into DC power, and the MPPT system achieves maximum power tracking 
by matching the output voltage and current to the optimal point [4]. Then, the boost 
circuit boosts the DC voltage to the level required by the inverter and sends the DC 
power to the DC link. 

Subsequently, the three-phase inverter circuits convert the DC power into AC 
power and filter it through the LCL filtering circuit to eliminate high-frequency noise 
and harmonics. Finally, the AC power is sent into the grid [5]. At the same time, the 
control loop is responsible for monitoring the operation status of the inverter and 
adjusting the PWM driving signal to achieve output control and power regulation of 
the inverter.

Fig. 1 LCL type photovoltaic three grid-connected inverter system 
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Fig. 2 Control strategy of two—stage photovoltaic inverter system 

2.1 Control Strategy 

The three-phase grid-connected inverter system consists of a front-end DC link 
voltage control stage, which uses a PI controller to regulate the DC link voltage 
at a given reference voltage value [6]. The second stage controls the PWM signal 
to adjust the values on the DQ rotating coordinate system within a given reference 
value range [7]. 

By setting up a control loop and using PI control, we can regulate the DC link 
voltage to a stable value of 400 V. Specifically, we can adjust the input active power P 
by comparing controls to change the reference current Id in the PQ control, to achieve 
the goal of controlling the DC bus voltage [8]. For example, when the DC link voltage 
is higher than the set value, we increase the reference current Id to increase the power 
input to the inverter and lower the DC link voltage. In this way, we can achieve stable 
control of the DC link voltage, ensuring the normal operation of power electronic 
devices and improving their efficiency and reliability [9], as shown in Fig. 2. 

2.2 Model Building and Analysis 

The current loop control model of the LCL-type PV grid-connected inverter with 
grid current feedback is shown in Fig. 3. The grid current Ig and reference current 
Ig_re  f  is adjusted and modulated with a high-frequency triangular carrier to obtain a 
drive signal to the inverter bridge and achieves current tracking [10].

G P I  (S) is the transfer function of the inverter bridge controlled by PWM. 

G P I  (S) = kp[1 + 1/(ki s)] (1)
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Fig. 3 Current loop control model

Fig. 4 Voltage loop control 
model 

Ginv(S) is the gain of the PWM inverter. 

Ginv(S) = Udc/(1 + TS S) (2) 

The transfer function of the grid current Ig relative to the inverter AC voltage for 
phase A is 

Gg(S) = Ig(S) 
Uinv(S) 

= 1 

Linv LgCs3 + (
Linv + Lg

)
s 

(3) 

When the voltage disturbance from the grid is not considered, due to the high 
switching frequency of the inverter, as TS approaches zero, from Eqs. (1), (2) and 
(3), the open-loop transfer function of the inner loop of the current can be calculated 
as 

Go(S) = kpUdc[s + (1/ki )] 
Linv LgCs4+(

Linv + Lg
)
s2 

(4) 

Control of DC link voltage, as shown in Fig. 4 
Gdc Is bus voltage PI link transfer function 

Gdc(S) = kpkis  + kp 
kis

(
1 + Udc_ r f  e

) (5) 

3 Results and Discussion 

To verify the effectiveness of the proposed control method, a simulation model of 
an LCL-type PV grid-connected inverter was built in the MATLAB simulation envi-
ronment, and the control strategy shown in Figs. 3 and 4 was implemented. The PV
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array can produce output power of 4.2 kW, and the MPPT algorithm adopts the P&O 
method. The parameters are shown in Table 1. 

After the system reaches a steady state, the simulated grid-connected PV system 
delivers output power of around 4 kW as shown in Fig. 5, and the system can operate 
efficiently and stably with a good power factor. Figure 6 shows the grid-connected 
output voltage, with two cycles of waveform displayed, and the waveform is stable 
and normal. Figure 7 shows the grid-connected output current, which is stable but 
with small disturbances in the waveform. Figure 8 shows the waveform of the input 
voltage to the DC link, which is stable at around 400 V after the system reaches steady 
state, consistent with the given reference voltage, but there is still a certain ripple, 
with fluctuations of 3–5 V. Figure 9 shows the THD analysis of the grid current, 
with a THD value of 1.40%. The overall control effect is good, but there are some 
low-frequency harmonics in the figure, with peaks at 75 Hz and 175 Hz, respectively. 

To further verify the stability of the experimental system, the effect of changing 
the solar irradiance was investigated. The light intensity drops from 1000–800 W/ 
m2, as shown in Fig. 10. So the output power of the solar panel was reduced from 
4.2–3.8 kW by changing the light intensity, as shown in Fig. 11. The grid current 
before and after the change is shown in Fig. 12. It can be seen that when the PV 
input power changes, the grid current changes smoothly without a large overshoot, 
and then stabilizes. At the same time, the DC link voltage is stable without any 
significant changes. Figure 13 shows the DC link voltage before and after the change

Tab.1 Simulation parameters 

Pa Parameters and units Numerical values 

Energy storage inductance L0/mH 2.5 

DC side capacitance Cdc/μF 5000 

Inverter AC side inductance L2/mH 0.3 

Filter capacitor C/μF 15 

Peak value of power grid voltage UM /V, frequency/Hz 155.5 50 

Switching frequency f/kH  z 10 

Reference voltage of the DC side UdcRe f  / V 400 

Fig. 5 Output active power
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Fig. 6 Grid voltage output 

Fig. 7 Grid current output 

Fig. 8 DC link input voltage

in output power, which decreases after the change and stabilizes around 400 V, with 
smaller voltage ripple compared to before.



Control Method of Two-Stage Grid-Connected PV Inverter System 49

Fig. 9 THD of grid current

Fig. 10 Light intensity
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Fig. 11 PV output power changes 

Fig. 12 Gridt current 

Fig. 13 DC link voltage
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4 Conclusion 

The two-stage, grid-connected PV inverter controls the DC link voltage (front stage) 
and the inverter circuit PMW (backstage), and adds a control loop for the bus voltage 
in the front stage. The reference current of the backstage is also changed, and the DQ 
coordinate system is used to control the PMW drive signal. This effectively transfers 
the PV energy to the grid, the power factor cos(φ) = 0.95, good grid-connected 
energy quality. Additionally, when the output power of the PV system changes, it 
has a good dynamic response and high stability. This type of control can greatly 
reduce costs and eliminate some components such as batteries in micro PV systems. 
The optimization of the two-stage control strategy is a key research focus for further 
improving control accuracy and efficiency in the later stage. 
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Methodological Comparison 
and Analysis for Six-Switching PMBLDC 
Motor Control 

Musa Mohammed Gujja, Dahaman Ishak, and Muhammad Najwan Hamidi 

Abstract Permanent Magnet Brushless Direct Current (PMBLDC) motor plays a 
significant role in our daily activities and its area of application is enormous. It can 
be seen in the areas of robotics, military, aerospace, domestic, and industrial machine 
among others. Hence, a precise approach to PMBLDC motor control is imperative. 
This study compares and evaluate three control strategy employing Machine Learning 
(ML), Response Optimizer (RO), and PID controller to attain the most suitable and 
effective PMBLDC motor control. A six-switching driver circuit was designed to 
drive the motor. The simulated result was analyzed both graphically and analytically. 
Some differences were observed in terms of overshoot, undershoot, rise, and settling 
time, however, all three-control approaches RO, ML, and PID follow the reference 
tracking. 

Keywords Machine Learning · Optimization · PID · Driver circuit · PMBLDC 
motor 

1 Introduction 

PMBLDC motor has played a tremendous role in the modern industrial era. It is highly 
regarded if compared to conventional motors, especially when size, noise, speed, 
and maintenance implications are considered. So, the need for strategizing different 
control methods to achieve better speed, stability, and efficiency is required. Different 
control techniques were recently employed [1, 2]. These control techniques are used 
by different researchers for effective speed control [3]. These control approaches are 
compared to determine the best control option [4, 5]. The terminal voltage V, current 
i, and back-emf e in the PMBLDC motor windings can be expressed mathematically 
as:
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where Rs is the phase winding resistance, L and M are the phase inductance and 
mutual inductance respectively. 

2 PMBLDC Motor Modelling 

A three-phase, six-switching driving approach was used to drive the motor. Here, six 
IGBTs S1, S2, S3, S4, S5 and S6 were utilized as a switch for their high power and fast 
switching capabilities. The driver circuit was connected to a three-phase PMBLDC 
motor for effective control. The scheme works in 120° conduction with back-emf 
detection abilities with the help of a hall-effect sensor. In this topology, only two 
phases will be active at a time as shown in Fig. 1 and Table 1. 

Fig. 1 Switching technique
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Table 1 Switching sequence 
Steps Switch Silent phase Active phase 

1 S1,S4 C A,B 

2 S5,S4 A C,B 

3 S1,S6 B A,C 

4 S5,S2 B C,A 

5 S3,S6 A B,C 

6 S3,S2 C B,A 

3 Control Strategy 

Three control approaches i.e. PID controller, Machine Learning (ML), and Response 
Optimizer (RO) were employed to improve the system performance for stability, 
efficiency, and speed tracking. Optimization technique, Back-emf, and Pulse Width 
Modulation (PWM) control method are used in the model design. 

3.1 Optimization 

Optimization is a process of busting a system’s performance to attain the best result. 
For this work, RO and ML were applied to improve the system performance by 
optimizing and training the model data to achieve a better output. More so, the PID 
controller was tuned, and the result was observed and compared with ML and RO to 
evaluate and ascertain the best control strategy. 

3.2 PID Controller 

The PID controller is the conventional controller used by most industries for speed, 
pressure, flow, and temperature control. This study used the system identification 
toolbox, shown in Fig. 3, to generate the model transfer function. The system model 
transfer function was tuned using the PID control tuner. The PID control result was 
compared with the other two control techniques. 

3.3 Machine Learning 

The ML toolbox was equally utilized to optimize the same system model. This was 
done by capturing the initial system set-up signal, the output of the signal was then
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converted to data which was used to train the model, and the resultant output was 
also matched with the other control technique. 

3.4 Response Optimization 

The response optimizer toolbox is available in Simulink, and the model output was 
run at the initial PID setup. The simulation result was captured and equally opti-
mized to improve the system performance. A new PID-optimized parameter was 
generated automatically, showing the model’s best fit, and ensuring system stability 
and efficiency. The resultant output was also matched. 

4 Simulation Results 

MATLAB Simulink software was employed to simulate the system model. The model 
was tested at a speed of 1000, 3000 rpm, and at a random speed ranging from 50 to 
1000 rpm consecutively for the ML, RO and PID control approaches. The resultant 
output was matched in terms of its settling time, rise time, undershoot, overshoot, 
system performance, and speed tracking. Figure 2 shows the complete model while 
Fig. 3 shows the input and output signal from system identification toolbox. 

Fig. 2 Complete model
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Fig. 3 a System identification toolbox and b stability and fitness of the model 

4.1 Result Evaluation 

The system output at 1000 and 3000 rpm indicates good reference tracking and 
stability. The motor speed in Fig. 4, stator current in Fig. 6, back-emf in Fig. 7, and 
electromagnetic torque in Fig. 8 were captured and observed graphically, more so, 
the resultant output was determined analytically for a good comparison as shown 
in Table 2. Considering the rotor speed, the ML, RO, and PID control techniques 
perfectly followed the reference speed, however, some differences in overshoot, 
undershoot, rise, and settling time were observed. The RO technique proved good 
when matched with the rest. The stator current also looks better with the RO compared 
to the ML where switching ripples are high. Also, with electromagnetic torque, some 
ripple, overshoot, and undershoot were highly observed in the ML when matched 
with the RO which looks better. Analytically, it was seen that at 1000 rpm, the RO 
rises at 3.562 ms compared to PID and ML with 3.655 ms and 4.246 ms respectively. 
Equally, considering the settling time, the RO settles at 4.899 ms which is also 
better compared to that of PID and ML with 15.786 and 10.618 ms correspondingly. 
Looking at the overshoot, the RO control strategy is equally better with 0.500% when 
matched with − 0.028% and 10.556% for PID and ML respectively. The undershoot 
looks similar for all control techniques with 2% each as shown in Fig. 5.

At 3000 rpm, the PID and ML controls maintain the same parameter as that of 
1000 rpm which indicates the parameter balance of the system at 1000 and 3000 rpm 
respectively, while that of the RO control strategy shows some fluctuation of 6.044 ms 
rise time, 5.862 ms settling time and 0.504% overshoot but still better.
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Fig. 4 a rotor speed at 1000 rpm and b rotor speed at 3000 rpm 

Table 2 Analytical comparisons 

Parameters PID ML RO 

Speed (rpm) 1000 3000 1000 3000 1000 3000 

Rise time (ms) 3.655 3.655 4.246 4.246 3.562 6.044 

Settling time (ms) 15.786 15.786 10.618 10.618 4.899 5.862 

Overshoot (%) − 0.028 − 0.028 10.556 10.556 0.500 0.504 

Undershoot (%) 2.000 2.000 1.999 1.999 2.000 2.000 

Fig. 5 Random rotor speed combine 

Fig. 6 Stator current at random speed a ML and b RO
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Fig. 7 Back emf at random speed a ML and b RO 

Fig. 8 a Electromagnetic torque at random speed ML and b RO

5 Conclusion 

Graphically and analytically, it was observed that the RO control approach is better 
than the other two control strategies in terms of robustness, overshoot, settling, and 
rise times, but ML and PID maintain similar system values even at high speeds. 
Nevertheless, all three control approaches are good in reference tracking, efficiency, 
and good performance. 
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Energy Efficiency Performance 
Optimization and Surge Prediction 
of Centrifugal Gas Compressor 

Mukhtiar Ali Shar, Masdi B Muhammad, Ainul Akmar B Mokhtar, 
and Mahnoor Soomro 

Abstract In the modern day, oil and gas companies must meet fresh problems to 
effectively maximize their performance, not only about traditional performance such 
as reliability or productivity, but also emerging ones, related to sustainability issues. 
The authors present the development of a novel and robust surge prediction and 
energy performance control technique with the use of precise anti surge control, 
from the measurement to the control algorithm to the anti-surge valve and load 
variation with the support of speed control to ensure reliability and mitigate power 
loss caused by anti-surge valve opening by operating the centrifugal gas compressor 
adjacent surge control line. In the methodology the design and original equipment 
manufacturer (OEM) data for the compressor were reviewed, and then the off-design 
operating envelope was examined. Aspen HYSYS version 12.1 is used for dynamic 
simulation modelling. According to the first stage findings with 10% surge safety, 
the load variation control approach is more energy-efficient than compressor opera-
tion at maximum load, which consumes 13596 kWh with 99–94 MMSCFD during 
peak and off-peak demand and uses less energy 5183 kWh for 99–67.59 MMSCFD 
compression. Surging occurred when the flow rate decreased from 7022 to 4355 m3/ 
h for variable speed and from 7022 to 5990 m3/h for fixed speed. When a surge was 
likely to occur, ASV opened aggressively at 22.29% with variable speed and 11.77%
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with fixed speed. Based on the results of the second stage with 10% safety, the load 
variation control method is more energy efficient, consuming between 23,288 and 
9892 kWh with a 217 and 178MMSCFD compressor capacity, as opposed to the 
compressor running at maximum load, which consumes 23288 kWh with a 217–234 
MMSCFD during peak and off-peak demand. It resulted in surging when the flow 
rate fell from 4167 to 2967 m3/h for variable speed and 4167–3906 m3/h for fixed 
speed. When a surge was about to occur, ASV opened aggressively at 14.79% with 
variable speed and 10.08% with fixed speed. 

Keywords Predictive Maintenance (PdM) · Energy Efficiency (EE) · Condition 
Monitoring (CM) · Surge control line (SCL) · Surge limit line or backup line 
(SSL) · Aspen HYSYS · Anti surge control (ASC) · Reliability and 
Maintainability (R&M) 

1 Introduction 

The performance deviation of the compressor is typically limited by two phenomena 
on the performance curve. These are the Stonewall and Surge regions. Stonewall 
is the upper limit of the compressor flow, while surge is the lower boundary of a 
steady flow. There are different factors which resulted in a surge such as power 
failure, sudden load or speed variation, emergency shutdown, plant trips, suction 
filter chock, inter cooler leakage and discharge valve failure. Additionally, when 
compressor surges, it will produce a strong that shortens the compressor’s lifespan 
and destroys shafts, bearings, and seals. Further, it reduces energy efficiency and 
results in unsteady flow and pressure [1]. For any industrial sector, saving energy is 
the most important matter, specifically for the oil and gas industry, and it assists to cut 
off both energy costs and environmental impacts. Monitoring techniques offer the 
possibility to raise energy efficiency, reduce running costs and decrease emissions 
when properly developed [2]. Typically, energy price dominates the life cost of 
centrifugal gas compressors operated in different municipal and industrial processes, 
developing the compressor smart objective for improving efficiency of energy [3]. 
A centrifugal compressor’s typical function is to compress gas or air at a higher 
pressure. Centrifugal compressor performance breakdown and deterioration can have 
a bad effect on the operation, energy and profit of an enterprise or business that 
depends on continuous production. Compared to axial compressors, the advantages 
of centrifugal compressors are mostly coupled to robustness, a broad operational 
scale and comparatively minimum investment and maintenance costs [4]. Typically, 
energy price affects the life cycle costs, while considering the total lifespan costs of 
compressed-air equipment (LCC). Up to 78% of the overall costs of life can be the 
cost of energy as shown in Fig. 1. Compressor energy efficiency assessment is a source 
for saving energy and reducing carbon emissions, it is also an impartial process of 
impact evaluation of the compressor set’s actual operating efficiency. The producer 
or a third party may evaluate their true performance in different operating conditions
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Fig. 1 Life cycle cost of 
dynamic compressor [5] 

with different working fluids for general power and refrigeration compressors through 
set up test rigs for smaller compressor power, simpler operation condition adjustment 
and easier gas component [5, 6]. 

Energy savings can be achieved using energy-efficient technologies, improve-
ment of operations and efficient maintenance. A good strategy for maintenance could 
improve energy efficiency, improve reliability, and decrease risk [6].  The main trial  
of maintenance optimization is to device an appropriate maintenance approach that 
increases equipment obtainability and efficiency, controls the degree of deterioration 
of equipment, guarantees safe and environment friendly operations, and reduces the 
entire cost of operation, which means equally production and energy costs [7]. As 
the oil and gas industry faces growing pressure to reduce the emissions and envi-
ronmental impacts of its operations worldwide, the use of AI in energy efficiency 
and power quality is becoming increasingly important. Analytics-driven machine 
learning-supported AI algorithms can discern patterns in data that can signal oppor-
tunities in the afore mentioned assets to optimize energy utilization. AI already offers 
powerful strategies for transforming human knowledge into software. Energy effi-
ciency analysis (EEA) and energy quality analysis (PQA) provide operators with 
both savings and a competitive edge through energy optimization [8]. Maintenance 
optimization and operational processes, even if they are rarely specifically consid-
ered in the energy-saving measures’ predictive models, may deliver margins to 
improve energy efficiency in the industry of oil and gas. To ensure that the plant 
achieves the required efficiency, it is important to track operation of maintenance 
and maintenance outcomes and the connection amongst the inputs and the output 
of the process of maintenance [9]. In this paper, the authors proposing method-
ology in which the design and original equipment manufacturer (OEM) data for the 
compressor were reviewed, and then the operating envelope was examined. Aspen 
HYSYS version 12.1 is used for the dynamic simulation modelling to analyze the 
off-design performance deviation analysis in the form of surge prediction and energy 
performance against designed performance curves provided by the original equip-
ment manufacturer (OEM) and model is validated with designed data provided by 
OEM.
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2 Methodology 

This study was carried out on PETRONAS Angsi two-stage centrifugal compressor 
powered by a gas turbine that compresses production gas for export. The unit has 
an inter coolers and interstage scrubbers, K-2420/2520 which are low pressure (1st 
stage) and high pressure (2nd stage) designed for 100 MMSCFD, and 225 MMSCFD. 
Before setting up a centrifugal compressor steady-state simulation model in Aspen 
HYSYS, process components in the form of gas mix composition and thermodynamic 
conditions were incorporated with a Peng-Robinson fluid package. The processes that 
take place in the HYSYS simulation adhere to mass balance, energy balance, and 
thermodynamic rules. Data from Petronas Angsi for both stages were then incor-
porated into this first model to generate dynamic simulation. The monitoring tool 
may simulate a centrifugal compressor, accept inputs on gas compositions, and set 
the Peng-Robinson as the EOS for calculating gas properties. Performance curve 
data as flow vs head, surge flow and stonewall curve from the vendor, suction, 
and discharge parameters (pressure, temperature, and flows), compressor operating 
speed, and power are the measured parameters (actual) used as inputs. 

3 Results and Discussion 

The performance of the gas compression system’s energy efficiency optimization and 
surge prediction has been examined using the Aspen HYSYS Dynamics model for 
the centrifugal gas compressor. The polytropic head vs volume flow rate of the two 
compressor stages was the sole performance map that was available. The centrifugal 
gas compressor operated adjacent 10%, surge control and Safety line. The off-design 
performance deviation and energy efficiency performance optimization, and surge 
prediction for fixed speed and variable speed during peak and off-peak demands 
were then analyzed, compared with actual real-time operating conditions. The results 
showed that speed variation can precise the anti-surge control line to meet the system 
flow-head requirements for reliable surge control to adjust the operating point on 
compressor map, and eventually increase the overall system efficiency and lower the 
energy consumption. Two dynamic simulation cases A and B have been established 
for both stages as a result. Which are: Case A: Energy efficiency performance opti-
mization and surge prediction with 10% surge control/safety line for fixed speed/ 
load and variable speed/load for low pressure region (1st stage) and Case B: Energy 
efficiency performance optimization and surge prediction with 10% surge control/ 
Safety line for fixed speed/load and variable speed/Load for high pressure region 
(2nd stage). 

Case A: Energy efficiency performance optimization and surge prediction 
with 10% surge control/safety line for fixed speed/load and variable speed/load 
for low pressure region (1st stage)
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The surge prediction with 10% surge control/Safety line for fixed speed/load and 
variable speed/load for low pressure region (1st stage) was analyzed, compared, and 
actual real-time operating conditions were plotted with the designed performance 
curve that was modelled with Aspen HYSYS based on the results of performance 
deviation and energy efficiency performance optimization. Figure 2a, c display the 
performance deviation of fixed speed, and (c, d) shows the variable speed perfor-
mance deviation, energy or power consumption, and surge prediction results for peak 
and off-peak demand when operating at lowest and maximum operating speeds. 

Case B: Energy efficiency performance optimization and surge prediction 
with 10% surge control/Safety line for fixed speed/load and variable speed/ 
Load for high pressure region (2nd stage) 

The surge prediction with 10% surge control/safety line for fixed speed/load and 
variable speed/load for low pressure region (2nd stage) was analyzed, compared, and

Fig. 2 1st stage a, c off design variable versus b, d fixed speed performance results 
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actual real-time operating conditions were plotted with the designed performance 
curve that was modelled with Aspen HYSYS based on the results of performance 
deviation and energy efficiency performance optimization. Figure 3a, c display the 
fixed speed, and (c, d) shows the variable speed performance deviation, energy or 
power consumption, and surge prediction results for peak and off-peak demand when 
operating at lowest and maximum operating speed. 

Fig. 3 2nd stage a, c off design fixed versus  b, d variable speed performance
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4 Conclusion 

Findings showed that speed variation can precise the anti-surge control line to meet 
the system flow-head requirements for reliable surge control to adjust the operating 
point on compressor map, and eventually increase the overall system efficiency and 
lower the power or energy consumption. Aspen HYSYS version 12.1 is used for 
the dynamic simulation modelling to analyze the off-design performance deviation 
analysis in the form of surge prediction and energy efficiency against designed perfor-
mance curves provided by the original equipment manufacturer (OEM) and model is 
validated with designed data provided by OEM. The model offers a dynamic baseline 
to forecast compressor performance under various inlet gas thermodynamic circum-
stances, and it can be an extremely helpful monitoring tool. The compressor power 
consumption, compressor speed, and compressor capacity are important indicators 
for monitoring the energy efficiency performance of centrifugal gas compressor. The 
main findings from the results are given below: 

1. According to the first stage findings with 10% surge safety, the load variation 
control approach is more energy-efficient than compressor operation at maximum 
load, which consumes 13596 kWh with 99–94 MMSCFD during peak and off-
peak demand and uses less energy 5183 kWh for 99–67.59 MMSCFD compres-
sion. Surging occurred when the flow rate decreased from 7022 to 4355 m3/h 
for variable speed and from 7022 to 5990 m3/h for fixed speed. When a surge 
was likely to occur, ASV opened aggressively at 22.29% with variable speed and 
11.77% with fixed speed. 

2. Based on the results of the second stage with 10% safety, the load varia-
tion control method is more energy efficient, consuming between 23,288 and 
9892 kWh with a 217 and 178 MMSCFD compressor capacity, as opposed to 
the compressor running at maximum load, which consumes 23288 kWh with 
a 217–234 MMSCFD during peak and off-peak demand. It resulted in surging 
when the flow rate fell from 4167 to 2967 m3/h for variable speed and 4167 
to 3906 m3/h for fixed speed. When a surge was about to occur, ASV opened 
aggressively at 14.79% with variable speed and 10.08% with fixed speed. 
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A Novel Fuzzy PID Control Algorithm 
of BLDC Motor 

Zhou Hongqiang and Dahaman Ishak 

Abstract Brushless DC motors (BLDC) have many advantages, such as simple 
structure and high reliability, and are now widely used in various fields. However, 
the nonlinear characteristics of the BLDC motor make it difficult for the traditional 
PID controller to meet the requirements of the motor control system. In this paper, 
a fuzzy PID-based control method is proposed to optimize the conventional PID 
control by intelligent fine-tuning of the control parameters. To verify the effective-
ness of the proposed method, simulation experiments are carried out under various 
operating conditions using MATLAB/Simulink. The results of the simulations show 
a significant improvement in the control performance, with a reduction in the final 
rise time (tr) by approximately 0.002 S, a significant reduction in the peak time

(
tp

)
, 

and the current can be smoothed out much faster. The results show that the motor 
control system designed in this paper has good responsiveness and robustness and 
high application value. 

Keywords BLDC · Fuzzy PID · Speed control 

1 Introduction 

As a new-generation motor in the field of electric motors, the BLDC motor is charac-
terized by its simple structure and easy maintenance [1]. It has been used in various 
fields such as household appliances and automotive electronics and has a wide appli-
cation background [2]. However, due to the nonlinearity of the system, it is difficult to 
describe it with an accurate system model. At the same time, as the motor speed often 
changes with the change of working conditions, this puts forward higher requirements
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on the responsiveness, speed, and robustness of motor speed control, which cannot 
be met by traditional PID control [3]. 

In this paper, a fuzzy PID-based control method is proposed to optimize the tradi-
tional PID control [4], improve the stability and tracking accuracy of the controller, 
and enhance the robustness of the system [5]. To study the performance of BLDC 
motors under the fuzzy control strategy, a simulation model of fuzzy PI improved 
control is built in MATLAB Simulink and experimentally verified. The speed and 
current are compared with the conventional PI control. The response speed and 
stability of the motor are analyzed, and the rationality of the control method is 
verified. 

2 Mathematical Model of BLDC 

The structure of a three-phase BLDC motor consists of two main parts, the permanent 
magnet rotor, and the stator winding. The armature winding can be connected in 
two ways, either in a star connection or in a delta connection [6]. According to 
the operating principle of BLDC motors, the electric potential and current of the 
windings need to be known to maximize the motor torque. In order to simplify the 
problem, the windings are set up as three symmetrical and saturation is not accounted 
for. They can be expressed as follows: 

ua = Ria + (L − M) dia dt  + ea = Ria + Lm 
dia 
dt  + ea 

ub = Rib + (L − M) dib dt  + eb = Rib + Lm 
dib 
dt  + eb 

uc = Ric + (L − M) dic dt  + ec = Ric + Lm 
dic 
dt  + ec 

⎫ 
⎬ 

⎭ , (1) 

where ux is the stator voltage; R is the stator resistance; ix is the stator current; ex 
is the back-EMF; L and M are the self and mutual-inductances respectively; Lm is 
equal to L − M . This gives the equivalent circuit for the BLDC motor, as shown in 
Fig. 1. 

The instantaneous electromagnetic torque Te of the BLDC motor is:

Fig. 1 Equivalent circuits 
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Te(t) = 1 
wr 

(eaia + ebib + ecic), (2) 

where Te is the electromagnetic torque; wr is the motor speed. 
The average torque is: 

T = 1 

wr tn 

tn∫

0 

Te(t)dt, (3) 

where tn is the electrical period. The equation of motion is: 

Te − TL − Bωr = J dωr 

dt  
, (4) 

where TL is the load torque; B is the damping coefficient; J is the rotational inertia. 

3 The Fuzzy Controller Design 

For BLDC motor speed control system, which is based on the traditional PI control, 
when the system is disturbed, the PI control cannot guarantee the stability of the 
system. Therefore, this paper proposes a Fuzzy-PI controller with a double closed-
loop feedback control to improve the motor drive system i.e., the current feedback 
as the inner loop, and the speed feedback as the outer loop. Both loops are used in 
the Fuzzy adaptive PI control to achieve the targeted speed and torque under various 
operating conditions and disturbances. The control block diagram is shown in Fig. 2. 

Both e and ec inputs are selected for the Fuzzy controller in this design, as shown 
in Fig. 3a, which is applied to the speed PI controller and current PI controller 
respectively. The Fuzzy controller is a two-dimensional input, �K p and �Ki is 
taken to be the Fuzzy output variable, at which point the output parameters of the

Fig. 2 BLDC double closed-loop fuzzy adaptive PI control block diagram 
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Fig. 3 a Fuzzy controller block diagram and b controller dynamic response curves 

Fuzzy PI are given in Eq. 5. 

K p = K p0 + �K p, Ki = Ki0 + �Ki (5) 

where e is the input error; ec is the rate change of input error. 
The dynamic response curve of the controller is shown in Fig. 3b, so that N 

is the given value and y is the output value of the controlled object. Then the 
curve is divided into five sections by the given value, the five sections are named 
AB, BC, CD, DE, andEF  in order. K p, Ki how to choose, is divided according 
to these five stages, as shown in Table 1. The Fuzzy rules are then formulated by 
selecting a variable under each input or output quantity, which is eventually combined 
to form a Fuzzy rule. 

A Fuzzy adaptive PI model and a simulation model were developed using 
MATLAB/Simulink. As applied to speed control, the actual speed is subtracted from 
the given speed, i.e., the reference value of the speed, to obtain a signal that is output 
through the Fuzzy control module with a current value that is output after limiting 
the reference value. Applied to the Fuzzy PI current controller, the control time is 
shortened, and the current is maximized. After the difference between the refer-
ence current and the actual current obtained from the speed loop, the output voltage 
value is controlled using the Fuzzy PI and given to the phase change logic circuit 
after limiting the reference voltage of the control system, as shown in Fig. 2. By

Table 1 K p , Ki select table 

Section e ec K p Ki 

AB e < 0 ec > 0 − + 
BC e > 0 ec > 0 + − 
CD e > 0 ec < 0 − + 
DE e < 0 ec < 0 + − 
EF e < 0 ec > 0 + − 
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introducing the Fuzzy PI double closed-loop control, the stability of the system is 
improved. 

4 Simulation and Result 

The design was verified by simulation in MATLAB/Simulink. The simulation param-
eters for the BLDC motor: rated speed n = 2000 rpm, rated voltage Ud = 500 V, 
stator resistance R = 2.875 �, stator phase winding self-inductance L = 0.0085H, 
mutual inductance M = 0.0005H , number of pole pairs p = 4. The motor is running 
at no load, given a speed of n = 2000 rpm, and then applying a load of 3 Nm  at 
0.15 s. 

As can be seen from Fig. 4c, the speed response of Fuzzy PID peaks in 0.0013 s 
with the maximum speed of 2024 rpm, and then reaches a steady state speed of 
2000 rpm without any ripple. While the speed response of conventional PI has a 
large overshoot and many speed oscillations around 2000 rpm. The load is applied 
at 0.15 s where the speed oscillation appears to indicate the disturbance. The Fuzzy 
adaptive PI control shows robustness in achieving the targeted speed under load 
disturbance since the speed ripple is very small. Whereas the conventional PI control 
suffers a significant speed drop. The rise time tr of the double Fuzzy PI control is 
shorter than traditional PI control, while the peak time tp of the Fuzzy PI control 
is also shorter and the time required to reach a steady state is shorter. This shows 
that the dynamic performance of the Fuzzy adaptive PI control is better than the 
traditional PI control.

The single-phase current waveform at no load is shown in Fig. 4a. The proposed 
algorithm will stabilize first. Adding the load at time 0.15 s, the torque and back-emf 
do not differ much, with only slight differences in amplitude, as shown in Fig. 4b 
and d. 

5 Conclusion 

For a multi-variable, strongly coupled system like BLDC motor, this paper designs a 
new Fuzzy PID-based control method to achieve optimization on the basis of tradi-
tional PID control. The stability and tracking accuracy of the controller is improved 
to meet the requirements of the motor drive system for accurate speed and robust-
ness. The control algorithm is simulated by Simulink and validated under various 
operating. The results prove the method’s superiority and have good prospects for 
engineering applications.
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Fig. 4 The responses of the different algorithms. a The stator current I a; b the torque; c the speed 
response; d the phase back-EMF
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Optimized Design Point Model 
of SGT500 Using GasTurb 14 

Mahnoor Soomro, Tamiru Alemu Lemma, Syed Ihtsham Ul-Haq Gilani, 
and Mukhtiar Ali Shar 

Abstract This research paper presents design point simulation of three shaft indus-
trial gas turbine i.e. SGT500 using a combination of random and gradient optimiza-
tion algorithm. The modeling of design point of gas turbine is crucial initial step 
as it will help in simulating the complex step of off-design model. Hence, accuracy 
of the gas turbine model at design point will influence the rest of the model and 
its forthcoming results. The proposed algorithm suggest problem formulation of the 
multi-objective figure of merit that yields most accurate results. By using GasTurb14 
software the SGT500 engine will be adopted to know all of its unknown design vari-
ables along all the stations. The design point is selected at the optimum operating 
point of the gas turbine which is 19.1 MW. The targeted performance variables taken 
are heat rate, thermal efficiency, power output, exhaust gas temperature, exhaust 
mass flow, and pressure ratio. The results are validated and show average accuracy 
of more than 99.9%. 

Keywords Gas turbine · Design point · Optimization 

1 Introduction 

In many different sectors, gas turbines are used to drive a variety of loads, including 
generators, pumps, compressors, and propellers [1].Currently, the gas turbines perfor-
mance is an area of concern for many researchers as the technology is striving to 
get better efficiencies without compromising performance. Hence, multiple studies 
have been conducted to improve the gas turbines (GTs) flexibility and operability 
with different types of fuels to reduce emission rate and get higher performance. 
Also, GTs has the benefit that they provide large inertia and because GTs have a 
considerable rotating inertia, their frequency fluctuations are generally low [2].
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Provided that, most of the research objectives require to have the specific model 
parameters and design values. Unfortunately, due to limited data from manufacturer 
[3] and many unknown design variables at hand to deal with, reaching to maximum 
accurate design point performance become complex. 

Undoubtedly, accuracy of design point model is important, firstly, because adop-
tion of already existing gas turbine to a new kind of modifications require full under-
standing of its performance behavior. Secondly, because, an inappropriate design can 
lead to conclusions that can cause substantial loss to environment and also it will be 
unable to serve the purpose of increased performance [4]. 

In this paper, SGT500 gas turbine is considered for modeling using well-defined 
objective function simulated in GasTurb14 software. The main objective is to reach 
the optimized design point with minimum possible error deviation. 

2 Design Requirement 

In this section, design point model of SGT500 will be developed using the available 
data as given in Table 1. The specific engine has rated power output of 19.1 MW at 
standard ISO conditions using natural gas with lower heating value (LHV) 46.798 MJ/ 
kg. The SGT500 gas turbine has two stages of compressors high pressure compressor 
(HPC) and low pressure compressor (LPC) and two stages of turbine high pressure 
turbine (HPT) and low pressure turbine (LPT) with an independent power turbine 
(PT) with an overall pressure ratio of 13. The engine specification is shown in Fig. 1. 

2.1 Optimization Problem 

The target model to achieve need to be simulated in a way that it fulfills the perfor-
mance characteristics. This problems can be expressed as multi-objective uncon-
strained function that aims to satisfy all objectives. However, objectives can be in 
conflict with each other and one objective may need to be minimized and other may

Table 1 Design point input 
[5, 6] Parameter name Symbol Unit Value 

Ambient temperature 
Ambient PressureRelative humidity 

T amb 
Pamb 
RH 

K 
kPa 

288.15 
101.325 
60% 

LPC stages N stg – 10 

HPC stages N stg – 08 

Turbine inlet temperature TIT K 1123 

LPT stages N stg – 2 

HPT stages N stg – 3



Optimized Design Point Model of SGT500 Using GasTurb 14 79

Fig. 1 Configuration of model gas turbine (SGT500)

need to be maximized, hence, a composed value is used that define all the targeted 
performance characteristics as one objective function in error function. 

minimize 
x∈Rn 

f (x) = 
n∑

i=1

(
1 − 

φi (x) 
φi,d

)2 

, i = 1, 2, . . .  n (1) 

Φi represent simulated values and φi, represent target values, Optimize design 
variables x so that, 

Objective Function = f (x) = 0 (2) 

where, 

x = [x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12]T (3) 

In normal practice of designing similar engines some parameters are given more 
weightage and considered as objective functions while others are considered to be 
constraints. In this specific case, all the performance characteristics parameters are 
given equal weightage in the objective function which is defined as an unconstrained 
optimization problem stated above. Whereas, the performance characteristics are 
defined in Table 2.

2.2 Optimization Strategy 

In order to reach the optimized design point with minimum error value, two of the 
optimization strategies are used alternatively. The detail steps are as follows:
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Table 2 Performance 
characteristics [7]

Performance variable Unit Target value 

Thermal efficiency % 33.8 

Power output MW 19.1 

Pressure ratio – 13 

Exhaust temperature K 642.14 

Exhaust mass flow Kg/s 97.9 

Heat rate kJ/kWh 10,664

1. From random search iteration (from 1 to N), initialize solution with random 
value of xk within the initial range for each design variable, xϵR 

2. Evaluate the function f (xk), if f (xk) <  f (x), update x with xk 
3. Update the search space Vk + 1 based on current and previous points 
4. Update the design variable xk + 1 
5. Evaluate function f(xk +1), if f (xk+1) <  f (xx), update xk with xk+1 
6. Repeat until maximum iteration reached or when the result is same as previous. 
7. After the adaptive random search stops, switch to gradient search 
8. For each gradient search iteration (from 1 to M) 
9. Start calculating ∇f(x) where the adaptive search ends. 
10. Minimize the function by taking descent direction by subtracting the current 

solution from the product of learning rate and gradient: 

xk+n = xn − α∇ f (x) (4) 

11. Repeat gradient search until the search steps becomes very small. 
12. Then again switch to random search strategy. 
13. This can continue until both search strategies give same values and the 

optimization point is reached. 

3 Results 

In order to analyze the optimization synthesis, two design variables are selected for 
parametric study. Figure 2a and b indicate that the value of x1 and x2are iterated 
in such a way that φ1(x1, x2) and φ2(x1, x2) is nearly equal to 0.338 and 10664 
respectively and the function f (x) is approaching zero.

The OEM data from Table 1 was used as input to give the software interface to 
initiate the preliminary calculation. The data that is unknown in the input phase are 
set to default values used in the software. The main objective to reach the design 
point where most of the performance parameters behave around the target engine 
is achieved with more than 99.9% of confidence level. Table 3 shows catalog data 
versus GasTurb data.
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Fig. 2 Parametric study a) function versus thermal efficiency b) function versus heat rate

Table 3 Design point model validation 

Parameter Catalog data GasTurb data Units Percent error (%) 

Heat rate 10,664 10,664 kJ/kWh 0 

Power output 19,100 19,100 kW 0 

Pressure ratio 13 13.00052 – 0.004 

Exhaust mass flow 97.9 97.9 kg/s 0 

Exhaust gas temperature 642.15 641.21 K 0.1 

Thermal efficiency 33.8 33.758 % 0.1 

The model performance parameters are available with the SGT500 catalog data. 
There is no error in the values of heat rate, power output and exhaust mass flow. 
However, the other parameters have very negligible discrepancies that can be ignored. 
The main objective of adapting an existing gas turbine engine with minimum avail-
able data is to know the behavior of the engine at every stage. The engine performance 
mainly depends on pressure, temperature and mass flow at each stage. Figure 3 gives 
the data of each station.

The objective function in the optimization problem as defined above is minimized 
to 0.000455672 value which shows that on average the model has reached the target 
engine with 0.000455672 discrepancy overall.



82 M. Soomro et al.

Fig. 3 Station data of mass flow rate, total pressure and total temperature

4 Conclusion 

This paper discussed the method to adopt any gas turbine to its optimized design point. 
The method in simulation uses two alternative optimization algorithm; gradient and 
adaptive random search. The optimization problem is defined as a combination of 
target engine performance characteristics and in this way all the target parameters 
are given equal weightage. This method can be helpful in solving such optimization 
problems which have multiple conflicting objective. The method is applied to gas 
turbine engine SGT500 and the developed model is achieved and validated as well 
with very negligible difference from the target engine. 

Acknowledgements Authors are grateful to Universiti Teknologi PETRONAS for providing the 
resources highly sought for the research. 
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Optimal RE-DG and Capacitor 
Placement for Cost-Benefit Maximization 
in Malaysia Distribution System 
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Mohd Azizi Abdul Rahman, and Mohd Effendi Amran 

Abstract Several policies have been developed to encourage the development of 
renewable energy sources in order to hasten the transition to a more sustainable 
energy system in response to the urgent environmental concerns the world faces 
today. Integrating renewable distributed generation (RE-DG) into the distribution 
network can achieve a more resilient and sustainable energy system. The system’s 
efficiency can be increased by integrating RE-DG and capacitor into the distribution 
network since it can lower energy losses, enhance the voltage profile and provide 
economic benefit. This paper presents an optimal allocation and sizing of RE-DG and 
capacitor by using Artificial Bee Colony (ABC) algorithm. The proposed method has 
been implemented in selected public hospital distribution systems. The results show 
that installing RE-DG and capacitor at optimal location and capacity is important 
to achieve maximum power loss reduction and economic benefit in the distribution 
system. 

Keywords Capacitor · Photovoltaic distributed generation (PV-DG) · Cost benefit 

1 Introduction 

Malaysia aims to use 31% renewable energy (RE) in its installed power capacity by 
2025 and 40% by 2035 [1]. Hospitals are energy-intensive facilities that consume 
large amounts of electricity and produce significant carbon footprints due to their
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energy consumption and reliance on fossil fuels. Malaysia’s average yearly sun radi-
ation of 1643 kWh/m2 makes it ideal for producing solar PV electricity [2]. Adopting 
energy-efficient practices and utilizing RE sources like photovoltaic distributed 
generation (PV-DG) in the distribution system can aid in reducing power loss and 
energy costs over time. This paper will use the ABC algorithm to obtain optimal DG 
and capacitor location and size simultaneously. PV-DG will be considered due to 
Malaysia’s high amount of solar irradiation throughout the year, and the economic 
analysis of PV-DG and capacitor placement is also considered. The selected public 
hospital is chosen as the test system. 

2 Mathematical Modelling 

2.1 Objective Function 

When using optimization techniques to determine the ideal location for DG units and 
capacitor banks, selecting a suitable objective function is necessary. By simultane-
ously locating and sizing DG and capacitors in the radial distribution system (RDS), 
the current study’s primary objective is to reduce the system’s overall power losses 
while complying with all operational limitations. Therefore, the following definition 
of the goal function can be described as follows [3]: 

PTloss  = 
Nbus−1∑

j=0 

P2 
j, j+1 + Q2 

j, j+1∣∣Vj

∣∣2
R j, j+1 (1) 

f1(x) = min
(
PTloss

)
(2) 

P means active power loss, Q is the reactive power loss and j is the line section 
bus. 

2.2 Constraints 

The following are the problem’s operational constraints [4]: 

Power Balance Constraints 
The size of the DG, capacitor, and overall amount of power coming from the 

slack bus must all be equal to the size of the load and total line losses. 
DG Limit 

The lowest and maximum DG sizes in this study are 0.30 MW and 3.00 MW, 
respectively. 
Capacitor Limit
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The generated reactive power should fall within 0.15 MVAR and 1.5 MVAR. 
Bus Voltage Constraints 

The upper and lower limits for the bus voltages range from 0.90 p.u. to 1.05 
p.u. 

2.3 Cost Analysis 

Based on the Malaysia electric tariff, the distribution network’s total cost of power 
loss for the specified period is evaluated using (3). 

CLoss  = EC × PT Loss  × T (3) 

where CLoss  is cost of power loss in Malaysian Ringgit (RM), EC is energy cost 
(RM/kWh) and T is time (8760 h). The above equation analysis (3) considers 0.365 
RM/kWh energy cost for the existing loss. 

3 Overview ABC Algorithm 

A metaheuristic optimization technique, the Artificial Bee Colony (ABC) algorithm, 
was developed to solve optimization problems. It was introduced by Dervis Karaboga 
in 2005 [5]. The employed bee, the onlooker bee and the scout bee are the three sorts 
of bees that the ABC algorithm imitates. By balancing the exploitation of viable 
solutions and the exploration of new regions of the search space, the ABC algorithm 
combines exploration and exploitation tactics. In order to direct the search towards 
better solutions, it uses the bees’ information-sharing capabilities. The mechanism 
of this bee can be described as follows [4]: 

Fi = 1 

(1 + OFi ) 
(4) 

where OFi is the objective function that symbolizes minimizing the overall line loss. 

probi = Fi∑N 
i=1 Fi 

(5) 

where N is the number of bees involved and probi is probability. 

xnew i j  = xold i j  + range(0, 1) × (
xold i j  − xk j

)
(6)
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where the variables’ new and previous values (DG and capacitor position or DG and 
capacitor size) are denoted by xnew i j and xold i j  respectively. The neighbour value, xk j  , 
was chosen at random. 

4 Simulation Results and Discussion 

This study was intended to examine the technical and economic impacts of RE-
DG and capacitor integration on particular state-level public hospital distribution 
systems. The line diagram and data of the Malaysia public hospital can be obtained 
from [4]. The distribution system’s power loss will be technically evaluated before 
and after integrating PV-DG and capacitors. The location and size of the PV-DG 
and capacitor on the networks were determined using the suggested algorithm. Four 
different case studies were taken into consideration in order to analyze the effects of 
RE-DG and capacitors. The total cost of energy (RM/year) has been determined for 
each situation. In each case, the total cost of energy (RM/year) has been calculated. 

Case 1: Base case (without any DG or Capacitor). 
Case 2: Only the capacitor is placed on the test system. 
Case 3: Only PV-DG is placed on the test system. 
Case 4: PV-DG and capacitor are placed simultaneously on the test system. 

4.1 Distribution Network of Zone A 

For case 1, the distribution system’s overall line loss is measured without using a 
PV-DG or capacitor for comparison’s sake. From the simulation result, the system’s 
overall line loss is 349.7 kW, as shown in Table 1, or 3.063 MWh annually, 
corresponding to approximately 1,118,131 (RM/year).

In case 2, bus number three was chosen as the optimal location for capacitor place-
ment with size 300 kVAR. The total line loss was reduced from 349.7 to 305.6 kW, 
about 12% from the initial line loss. After installing the capacitor, the overall energy 
loss cost dropped to 977,125 (RM/year), saving roughly 141,006 (RM/year). 

In case 3, the simulation demonstrates a significant reduction in power losses to 
69.7 kW, or roughly 80%, after integrating PV-DG. After using the suggested method 
for optimization, bus number three was chosen as the best site to install a 654 kW 
PV-DG. The total annual cost of energy loss has decreased to 222,859 (RM/year), 
representing an approximate 895,272 (RM/year) savings. 

Similar to case 3, the initial line loss for case 4 was decreased to 69.7 kW, or 
nearly 80% of the original line loss. In this situation, the additional capacitor is 
likely installed in a redundant or insignificant location concerning the power loss. 
The system’s current DG may already successfully reduce power loss. Thus, adding 
a capacitor offers no extra advantages. In these circumstances, the algorithm may 
converge to the same solution despite the insertion of a capacitor.
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Table 1 Simulation outcome for all cases 

Zone A Zone B 

Case 1 2 3 4 1 2 3 4 

Total 
Power 
Loss 
(kW ) 

349.7 305.6 69.7 69.7 1466.3 1369.6 270.9 261.8 

Power 
Loss 
Reduction 
(%) 

– 12 80 80 – 7 82 82 

DG 
Location 
and Size 
(kW) 

– – 3 (654) 3 (654) – – 7 
(1587) 

7 
(1587) 

Capacitor 
Location 
and Size 
(kVAR) 

– 3 (300) – 3 (812) – 7 (475) – 8 (300) 

Cost of 
Energy 
Loss 
(RM/ 
year) 

1,118,131 977,125 222,859 222,859 4,688,348 4,379,159 866,175 837,079

Table 1 displays the outcomes of all runs. The results show that adding simply 
PV-DG or PV-DG and capacitor simultaneously to the test system resulted in the 
best power loss reduction, indirectly reducing the total yearly cost of line loss. The 
power loss convergence curve for case 2 to case 4 is shown in Fig. 1. 

Fig. 1 Convergence curve of power loss in Zone A
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4.2 Distribution Network of Zone B 

For comparison’s sake, in case 1, the distribution system’s overall line loss is calcu-
lated without the aid of a PV-DG or capacitor. According to the simulation results, the 
system’s overall line loss is 1466.3 kW, or 12.845 MWh per year, or approximately 
1,118,131 (RM/year), as shown in Table 1. 

Bus number seven was selected as the best option for installing a capacitor with 
a size of 475 kVAR in case 2. A 7% reduction in the overall line loss was made from 
1466.3 kW to 1369.6 kW. The total energy loss cost decreased to 4,379,159 (RM/ 
year) after installing the capacitor, saving around 309,189 (RM/year). 

In case 3, the simulation shows that adding PV-DG has significantly reduced 
power losses to 270.9 kW, or nearly 82%. Following optimization using the provided 
method, bus number seven was selected as the ideal location for a 1587 kW PV-DG 
installation. There has been a reduction in the annual cost of energy loss to 866,175 
(RM/year), saving almost 3,822,173 (RM/year). 

For case 4, the initial loss was reduced to 261.8 kW or over 82% of the original loss. 
The yearly cost of energy loss has decreased to 837,079 (RM/year), saving nearly 
3,851,269 (RM/year). Bus number seven has been selected as the best position for 
the installation of PV-DG, while bus number eight has been selected as the best 
location for the placement of capacitors with capacities of 1587 kW and 300kVAR, 
respectively. 

The results for each case are presented in Table 1. The findings demonstrate that 
the test system’s best power loss reduction came from simultaneously installing PV-
DG and capacitors, indirectly decreasing the overall yearly cost of line loss. Figure 2 
displays the power loss convergence curve for case 2 to case 4. 

Fig. 2 Convergence curve of power loss in Zone B
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5 Conclusion 

The placement and size of the PV-DG and capacitor are allocated optimally in this 
study using the ABC method, which also lowers the cost of energy loss and mini-
mizes power loss. The public hospital was selected as the test system in this study, 
which used four different scenarios to assess the impacts of PV-DG and capac-
itor integration on the distribution network. According to the simulation results, the 
simultaneous integration of PV-DG and capacitor reduces the maximum power loss, 
which indirectly lowers the cost of total energy loss. 
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Abstract The occurrence of partial discharge in solid insulation indicates the dete-
riorating performance level of the high-voltage insulation system. The improvement 
process becomes complicated because no visual evidence of its existence in the 
system. Thus, one way to discover these possible insulation defects is through PD 
data representation. The phase-resolved PD pattern (PRPD) has become the most 
widely used tool to diagnose and visually represent PD data as well as discover 
possible insulation defects. Certain types of defects show characteristic clusters of 
partial discharges, which help to differentiate them. The observable parameters of 
PDs are crucial to relate to the characteristics of the PD defect in order to identify 
the type of defect and eventually ensure the reliable operation of HV equipment. 
This work aims to investigate the characteristics of internal discharges in solid insu-
lation converted from the raw data to the PD patterns using PRPD. Two primary 
distributions which are Hn(ϕ) and Hqn(ϕ) results are presented to show the different 
asymmetry distribution gives different characteristics of PD defects. 
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1 Introduction 

Partial discharge (PD), as defined by IEC60270, refers to an electrically localized 
discharge that partially bridges the insulation between two conductors [1]. Gener-
ally, the focus of PDs lies in the dielectric materials employed and their role in 
partially connecting the electrodes across which the voltage is applied. Modern insu-
lation systems can encompass several materials, including solids, liquids, gases, 
or a mix thereof. In the case of solid insulation, different sources of PDs such as 
internal discharge give different effects on insulation performance, especially during 
manufacture, installation, and operational use. In recent years, most researchers have 
made studies related to the extremely high failure rate of cables after only a few 
years in service. Different factors such as long-term operation, insufficient grounding 
distance, poor environmental quality for insulation aging, and insulation breakdown 
become the most popular reasons for the issues. 

Aligned with technological progress, diverse approaches and methodologies have 
been suggested to define the parameters of PDs. Each form of PD defect exhibits its 
own distinct degradation traits [2–4]. One of the most widely used to visualize the PD 
activity relative to the 360° of an AC cycle is phase-resolved PD (PRPD) patterns [5]. 
PRPD aims to describe discharge patterns of unknown origin. Three primary param-
eters of PRPD patterns, which are computed within predefined time intervals across 
the entire 360-degree AC power cycle, include charge magnitude (q), phase angle 
(ϕ), and the total count of PD events (n) [6]. Establishing a connection between the 
observable characteristics of PDs and the parameters of the defect is vital for identi-
fying the defect’s type. This connection, in turn, contributes to enhancing the number 
of features and ensuring the dependable operation of high-voltage equipment [7]. 
Therefore, this research deals with the PRPD patterns in diagnosing and identifying 
the characteristics of the discharge in high voltage (HV) insulation systems. 

2 Experimental Setup 

Two artificial samples with 0.5 mm sizes of the void are prepared to represent internal 
discharge in the solid insulator. Measurements were handled to obtain the PD signal 
and plotted into PRPD that represents the 1000 cycles of PD waveform. Statistical 
parameters are used to investigate the characteristics of internal discharges in terms 
of asymmetry distribution in PD patterns. 

2.1 Sample Preparation 

The dielectric material used in the experiment is an epoxy resin which is a highly 
cross-linked addition polymer. It is typically produced from a reaction between an
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Table 1 Summary of sample prepared for measurements 

Discharge type Size of void, d (mm) Thickness of small 
block, hs (mm) 

Thickness of sample, h 
(mm) 

Internal discharge with 
air void 

0.5 1.50 2.50 

Internal discharge with 
water void 

0.5 2.50 3.50 

Fig. 1 Schematic diagram of PD sample 

alcohol or amine and an epoxide [8]. The PD samples were prepared as illustrated 
in Table 1. 

The sample was prepared using a small volume of epoxy resin and hardener with 
a ratio  of  1:1 in a 5 cm cylindrical  mould.  The void size has  a different  thickness in 
order to obtain the same electric field strength of 3 kV/mm with the applied voltage of 
8.8 kV for air void and 12.1 kV for water void. The void defect was created separately 
before it cast into a large block by injecting the air bubble and water in the middle 
of the small epoxy block. Figure 1 shows the schematic diagram of the PD samples. 

2.2 Partial Discharge Measurement 

Figure 2 shows a schematic diagram of the PD measurement used in this work to 
measure PD activity. The setup comprised several components, including a high 
voltage supply, a voltage regulator, a transformer, a coupling capacitor, a limiting 
resistor, a specimen, a coupling device, a PD detector, and a PicoScope connected 
to a personal computer (PC). The Rogowski coil sensor served as a means to detect 
and quantify the apparent charge magnitude of the PD signal emanating from the 
PD activity. The signal output from the PD detector was then linked to a Pico-
Scope, and the resulting data was transmitted to a PC for storage. To mitigate the 
risk of breakdown caused by surface discharges occurring along the periphery of 
the stainless-steel electrodes and the material under examination, the specimen was 
submerged in mineral oil.
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Fig. 2 Schematic diagram of PD measurement 

3 Phase-Resolved Techniques 

The characterization of PDs relies on three crucial parameters: phase angle (ϕ), PD 
charge magnitude (q), and the number of PD pulses (n). Each discharge type is 
composed of a different PD distribution pattern for PD source identification based 
on their PDs parameters. Due to the raw PD data is voluminous and challenging to 
analyze across 1000 cycles, it becomes necessary to perform feature extraction. This 
process aims to distill the data into a more manageable and informative representation 
of the PRPD, facilitating easier analysis and interpretation. The type of discharge 
can also be identified by analyzing the observed PD pattern, provided that these 
distinctions can be quantified using statistical parameters. 

Initial step or known as pre-processing which extracted from the phase-resolved 
patterns are grouped by their phase angle with respect to 50 (± 5) Hz sine wave. 
Two primary distributions which are Hn(ϕ) and Hqn(ϕ) have been sorted from PRPD. 
Hn(ϕ) represents a two-dimensional (2-D) graph showing the relationship between 
PD count and phase angle, whereas Hqn(ϕ) is a 2-D graph depicting the relationship 
between PD charge magnitude and phase angle. The PD distributions can be split into 
two distinct sets for the positive and negative halves of the applied voltage cycle. 
Thus, during the positive half-cycle, we have distributions known as H+ 

qn(ϕ) and 
H+ 

n(ϕ), while during the negative half-cycle, they are referred to as H−
qn(ϕ) and 

H−
n(ϕ). 

4 Results and Discussion 

Figure 3a, b show the 2-D phase-resolved patterns (ϕ-q) for internal discharges with 
0.5 mm air void and water void, respectively. The phase angle of PD occurrences 
is depicted on the x-axis, while the charge magnitude of the PDs is shown on the 
y-axis. Internal discharges involving air voids tend to happen during the 1st and 
3rd quarter cycles, corresponding to the phase angles of the applied voltage. These 
discharges typically occur near the zero-crossing points of the power cycle, which
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Fig. 3 2-D phase-resolved patterns (ϕ-q) for internal discharges with a 0.5 mm air void b 0.5 mm 
water void 

are at 0° and 180°. In contrast, internal discharges associated with water voids take 
place differently. They occur in the middle of the 1st and 2nd cycles on the positive 
side and between the 3rd and 4th cycles on the negative side of the voltage waveform. 
The occurrence of PD in the void is influenced by the electric field which can occur 
when the electric field is higher than the inception voltage. Since the electric field 
within the void adheres to the sinusoidal nature of the applied voltage, the PRPD 
patterns consequently mirror the shape of a sinusoidal waveform. 

Based on Fig.  3, the magnitude of the air void is higher than water void due to 
the density of the medium is different. Air density is lower than water density which 
can make the process of the electrons avalanche easy and fast. The electric field 
in this work is known due to the applied voltage in this work is fixed. However, it 
is foreseeable that with an escalation in the applied voltage, the magnitude of PD 
charge would also increase due to the heightened maximum electric field within the 
void. The electric field distribution on the void’s surface maintains symmetry, given 
that the void is positioned centrally within the material. Consequently, the discharge 
patterns originating from the void in PRPDs during both the positive and negative 
cycles of the applied voltage exhibit equality. 

Moreover, the PDs activity for air void is more than water void as shown in Fig. 4a 
compared to Fig. 4b. The highest PD count is 239 in the positive cycle and 232 in 
the negative cycle for air void while for water void is 39 and 30, respectively. Both 
air voids and water voids exhibit a higher frequency of PDs during the positive cycle 
due to the presence of electrons from the electrode under a positive applied voltage. 
This electron availability leads to a greater occurrence of electron avalanches when 
artificial voids are present in the samples.

The maximum PD charges captured for air void is higher than water void as 
shown in Fig. 5. Internal discharges with air void captured 107pC in positive cycle 
and 100pC in negative cycle. While for water void, the maximum charges for positive 
and negative cycles are 31pC and −28pC, respectively. The maximum PD charge
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Fig. 4 Hn(ϕ) distributions obtained from the measurements for: a air void b water void

Fig. 5 Hqn(ϕ) distributions obtained from the measurements for: a air void b water void 

magnitude tends to be higher during the positive cycle because of the electric field’s 
accumulation along the path of electron avalanches on the material surface. Conse-
quently, certain avalanches can extend and generate a greater PD charge magnitude 
during this phase. 

5 Conclusion 

Two types of voids in internal discharges have been analyzed in this work using 
the phase-resolved partial discharge (PRPD) technique. Based on the PRPD, the 
discharge characteristics of different voids show the different asymmetry of distri-
bution. Discharges behaviors are influenced by the applied voltage and void type.
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Hn(ϕ) distributions for both void types show that the number of discharges increased 
as the applied voltage increased. Although the number of discharges for air void is 
higher than for water void, due to the density of the water void being higher than air 
void, it would make the process of the electron avalanche in water void slower than 
for air void. Practically, the magnitude of discharges decreases with the insulation 
thickness. However, by using PRPD method, the maximum magnitude of the water 
void can be known in Hqn(ϕ) distribution, which is decreased although the insulation 
thickness is thicker than the air void. In conclusion, the PRPD pattern can be used 
to diagnose and identify the characteristics of PD activity, and also acts as visual 
evidence of PD events, so that further action to resolve the PD issue can be made. 
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Abstract This study aims to investigate the effects of accelerated thermal aging on 
modified refined, bleached, and deodorized (RBDPO) olein. Through a transesteri-
fication process, the RBDPO olein is converted into palm oil methyl ester (POME), 
which acts as the base fluid in the presence of conductive multi-walled carbon 
nanotube (MWCNT) at various concentrations. The accelerated aging is conducted 
at a temperature of 130 °C for 1000 h. Fourier transform infrared (FTIR) analysis 
reveals that the chemical composition of the aged nanofluids remains unchanged. The 
AC breakdown voltages of the aged nanofluids decrease as a result of the accelerated 
thermal aging over 1000 h, but they remain higher than those of the fresh POME. 

Keywords Thermal aging · Palm oil methyl ester · Multi-walled carbon nanotube

S. M. W. Masra (B) · Y. Z. Arief · S. K. Sahari · E. Musa 
Department of Electrical and Electronic Engineering, Faculty of Engineering, Universiti Malaysia 
Sarawak (UNIMAS), 94300 Kota Samarahan, Sarawak, Malaysia 
e-mail: wmmasnia@unimas.my 

Y. Z. Arief 
e-mail: ayzulardiansyah@unimas.my 

S. K. Sahari 
e-mail: sskudnie@unimas.my 

E. Musa 
e-mail: 22020204@siswa.unimas.my 

A. R. H. Rigit 
Department of Mechanical Engineering, Faculty of Engineering, Universiti Malaysia Sarawak 
(UNIMAS), 94300 Kota Samarahan, Sarawak, Malaysia 

Md. R. Rahman 
Department of Chemical Engineering and Energy Sustainability, Faculty of Engineering, 
Universiti Malaysia Sarawak (UNIMAS), 94300 Kota Samarahan, Sarawak, Malaysia 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. S. Ahmad et al. (eds.), Proceedings of the 12th International Conference on 
Robotics, Vision, Signal Processing and Power Applications, Lecture Notes in Electrical 
Engineering 1123, https://doi.org/10.1007/978-981-99-9005-4_13 

101

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9005-4_13&domain=pdf
mailto:wmmasnia@unimas.my
mailto:ayzulardiansyah@unimas.my
mailto:sskudnie@unimas.my
mailto:22020204@siswa.unimas.my
https://doi.org/10.1007/978-981-99-9005-4_13


102 S. M. W. Masra et al.

1 Introduction 

A significant shift in research interest towards the exploration of biodegradable and 
renewable alternatives in the field of nanofluid research has arisen recently. Numerous 
studies have explored replacing mineral oils with modified vegetable oils [1–4]. 
Transformer insulating liquids are subjected to electrical, thermal, and chemical 
stresses, causing them to gradually deteriorate [5]. Aging is the mechanism respon-
sible for resulting in gradual and irreversible changes in the properties of transformer 
oil [5]. An enhanced understanding of the properties changes of aged nanofluids 
subjected to accelerated aging conditions is thus important to quantify the variations 
of nanofluid properties at various concentrations and aging durations at a specified 
operating temperature. Therefore, the objective of this study is to expand the scope 
of research by modifying refined, bleached, and deodorized palm oil (RBDPO) olein 
into methyl ester and incorporating nanoparticles to examine the aging mechanism’s 
effect on the oil samples. The question focuses on whether the modified nanofluids 
retain their dielectric strength after thermal aging. 

2 Experiment 

2.1 Materials 

This project utilizes several key materials, including RBDPO olein, methanol sourced 
from Merck, potassium hydroxide (KOH) obtained from J. T. Baker, conducting 
multi-walled carbon nanotube (MWCNT) nanoparticles, and hexadecyltrimethylam-
monium bromide (CTAB) surfactant manufactured by Sigma-Alrich. 

2.2 Transesterification Reaction 

The investigated methyl ester in this study was synthesized through a transesterifica-
tion reaction involving RBDPO olein, methanol, and KOH as a catalyst. The reaction 
was conducted with a molar ratio of 6:1 (methanol:oil) at a temperature of 60 °C, 
while continuously stirring the mixture for 60 min. After cooling the mixture to room 
temperature, it was transferred to a separatory funnel and left to settle for 24 h. As a 
result of transesterification, the mixture separated into two distinct phases: glycerol 
and methyl ester. The bottom phase, consisting of crude glycerol and KOH, was 
discarded. The top layer, which contained fatty acid methyl ester (FAME), under-
went a water-washing process to remove excess KOH. The remaining impurities were 
eliminated by heating and stirring the mixture at 60 °C for 30 min using a magnetic 
stirrer. Subsequently, the resulting FAME obtained from the transesterification of
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RBDPO olein was designated as palm oil methyl ester (POME) and utilized as the 
base fluid for preparing the nanofluids. 

2.3 Nanofluids Preparation 

The nanofluids were prepared using a two-step method. The first step involved the 
preparation of the dried nanoparticles, specifically MWCNT, which were pre-heated 
in an oven to eliminate any moisture. In the second step, the nanofluids were prepared 
by dispersing the dried MWCNT nanoparticles into the POME base fluids through 
chemical and mechanical treatments. To initiate the dispersion process, an appro-
priate amount of the CTAB surfactant as investigated in [2], was added to 1000 ml 
pre-dried POME and stirred for 30 min. Then, the MWCNT nanoparticles were 
dispersed into the POME to achieve various concentrations required for the nanofluid 
samples. The considered doping concentrations of MWCNT NPs were 0.01, 0.02, 
0.05, and 0.10 g/L. To ensure homogeneity and minimize the risk of agglomeration 
and sedimentation, the prepared nanofluid samples underwent ultrasonication at a 
temperature of 50 °C for 2 h. This ultrasonication process further aided in achieving 
well-dispersed and homogeneous nanofluids [6]. 

2.4 Mechanism of Nanofluids Aging 

The prepared nanofluid samples were exposed to accelerated thermal aging in an 
oven under closed aging conditions, with the temperature at 130 °C. The analysis 
was performed at four different aging durations: 0, 250, 500, and 1000 h. The AC 
breakdown voltage (AC BDV) measurement was used to assess the aging behavior of 
the nanofluids. The qualitative degradation of the breakdown voltage of the modified 
nanofluids in response to accelerated thermal aging is studied. 

3 Characterization and Measurements 

3.1 FTIR Spectra Analysis 

In this study, the characterization of the pure POME and the aged nanofluids was 
performed using a Thermo Scientific Fourier Transform Infrared (FTIR) spectropho-
tometer to gain insights into the aging behavior of the POME blended with MWCNT 
nanoparticles. The FTIR spectra were recorded with the absorbance bands of the 
nanofluids over a range of wavenumbers from 4000 to 600 cm−1. The FTIR conditions 
were set with 32 scans and a resolution of 4.
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3.2 AC BDV Measurement 

The AC BDV measurement of the nanofluids was conducted using an HZJQ-1B trans-
former oil BDV tester with IEC 60156 compliance standard testing. The electrodes 
of brass hemispherical-shaped with a diameter of 12.5 mm and at a fixed distance of 
2.5 mm were used in the testing. The voltage was automatically increased at a rate 
of 2 kV/s until breakdown occurred. To ensure consistency, all measurements were 
performed with constant stirring of the oil samples. For each nanofluid sample, we 
conducted six sets of six consecutive AC BDV measurements and then calculated 
the average value. 

4 Findings and Analysis 

4.1 FTIR Analysis 

The FTIR study aimed to assess any changes in functional groups resulting from 
aging. Figure 1 displays the comparative FTIR analysis of nanofluids aged at different 
concentrations and durations. Visual examination of the spectra indicated that aging 
did not significantly alter the spectra. This finding aligns with the findings of a 
previous investigation conducted by [7], which examined various esters and nanopar-
ticles. Notably, a distinct, sharp peak was observed at the absorbance wavenumber 
1741 cm−1, indicating the stretching vibration of C=O and confirming the presence 
of ester. Peaks at wavenumbers 2922 and 2852 cm−1 suggested the presence of 
carboxylic acids [8].

4.2 Average of AC BDV 

A total of 36 AC BDV measurements were conducted on both fresh and aged 
nanofluids at different aging durations. The average AC BDV values are presented in 
Fig. 2. The results indicate that the BDV of the aged nanofluids after 1000 h is higher 
compared to the fresh nanofluids. The incorporation of MWCNT nanoparticles in the 
POME base fluids has a positive impact on all doping concentrations, with a concen-
tration of 0.10 g/L nanoparticles showing the highest BDV, as depicted in Fig. 2. 
Overall, the analysis reveals that the dielectric strength of the nanofluids increases 
after 250 h of aging but subsequently decreases with prolonged aging. However, it 
has been observed that the AC BDVs of the aged nanofluids are always superior to 
the pure POME, irrespective of aging duration.
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Fig. 1 FTIR spectra of fresh and aged nanofluids at various concentrations

4.3 Statistical Analysis 

The Weibull distribution plots at a 95% confidence interval of nanofluids for 0-
and 1000-h aging periods are shown in Fig. 3. The star, square, triangle, and circle 
plots indicate the doping concentrations of 0.01, 0.02, 0.05, and 0.10 g/L MWCNT 
nanoparticles, respectively. Table 1 shows the scale (α) and shape (β) parameters 
of the Weibull distributions for 1000-h-aged NFs. Then, the agreement of the BDV 
data following the Weibull distribution was determined by the Anderson–Darling 
(AD) goodness-of-fit test [9]. The ρ-value was determined and compared to the 0.05 
significance level. Table 1 also summarizes the results of the AD test. The results 
indicate that the AC BDV at low concentrations (0.01, 0.02, and 0.05 g/L) obeys the 
Weibull distribution. The Weibull fit lines as shown in Fig. 3b were used to evaluate  
the AC BDV at 1%, 10%, and 50% probability failure, and the results are tabulated in 
Table 2. For  U10% and U50%, the AC BDV was optimal with concentrations at 0.02 g/ 
L, which gave improvements of 5.2% and 50.6% higher than the pure POME.
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Fig. 2 Average AC BDV of fresh and aged nanofluids

Fig. 3 Weibull distribution plots of AC BDV for a 0, and b 1000 h 

Table 1 Scale, shape parameters, and AD Goodness-of-fit test for 1000-h-aged NFs 

Oil samples α (Scale) β (Shape) ρ-value Decision 

Pure POME 24.2 15.8 ≥ 0.25 Accepted 

0.01 g/L NF 39.5 3.6 0.240 Accepted 

0.02 g/L NF 39.2 3.9 0.122 Accepted 

0.05 g/L NF 37.8 3.0 0.054 Accepted 

0.10 g/L NF 41.1 3.4 0.024 Rejected
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Table 2 AC BDV at 1%, 10%, and 50% probability levels 

Oil samples U1% U10% U50% 

AC BDV 
(kV) 

Increment 
(%) 

AC BDV 
(kV) 

Increment 
(%) 

AC BDV 
(kV) 

Increment 
(%) 

Pure POME 18.1 – 21.1 – 23.7 – 

0.01 g/L NF 10.8 − 40.3 21.0 − 0.5 35.6 50.0 

0.02 g/L NF 12.3 − 32.0 22.2 5.2 35.7 50.6 

0.05 g/L NF 8.3 − 54.1 17.9 − 15.2 33.5 41.4 

5 Conclusions 

By modifying RBDPO olein through a transesterification process and blending it 
with conducting MWCNT nanoparticles, this study aims to explore its potential use 
as an alternative insulating liquid in transformers. Two aspects of thermal aging in 
nanofluids were studied: FTIR spectra analysis and AC BDV measurements. The key 
findings can be summarized as follows: (a) The chemical structure of aged nanofluids 
remained unchanged, as observed in the FTIR spectra; (b) The dielectric strength 
of the aged nanofluids are always superior to pure POME, irrespective of aging 
duration; and (c) The statistical analysis demonstrated that the low concentrations of 
1000-h-aged NFs results obey the Weibull distribution. 
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Abstract The adoption of electric vehicles (EVs) and renewable energy solutions 
is imperative for achieving sustainable transportation and reducing carbon emis-
sions. This paper explores the challenges faced by Malaysian islands in adopting EV 
mobility and draws lessons from Japan’s Islands of the Future initiative. Through 
site surveys and interviews conducted on Malaysian islands and a study visit to 
Koshiki Island in Japan, the study identifies challenges such as limited charging 
infrastructure, range anxiety, high upfront costs, and lack of public awareness. By 
implementing strategies such as prioritizing renewable energy generation, devel-
oping a robust EV charging network, fostering public–private partnerships, offering 
incentives and subsidies, and conducting education campaigns, Malaysia can over-
come these challenges and accelerate EV adoption on its islands. The findings of this
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study provide valuable insights for policymakers, industry stakeholders, and local 
communities involved in promoting sustainable transportation on Malaysian islands. 

Keywords Malaysia · Japan · Electric vehicle · Island · Koshiki 

1 Introduction 

Electric vehicles (EVs) are widely regarded as a key solution for reducing greenhouse 
gas emissions and achieving sustainable transportation. EVs include battery electric 
vehicles (BEVs), plug-in hybrid electric vehicles (PHEVs), and fuel cell electric 
vehicles (FCEVs). EVs offer several advantages over conventional internal combus-
tion engine (ICE) vehicles, such as lower operating costs, higher energy efficiency, 
and lower noise and air pollution. However, EV adoption faces several challenges, 
such as high upfront costs, limited driving range, insufficient charging infrastructure, 
and low consumer awareness and acceptance. 

These challenges are particularly pronounced in island settings, where the trans-
portation sector is heavily dependent on imported fossil fuels and contributes 
significantly to carbon emissions. Islands also face unique geographical and socio-
economic constraints, such as small land area, limited road network, high population 
density, and vulnerability to natural disasters and climate change impacts. Therefore, 
promoting EV adoption in islands requires tailored strategies that address the specific 
needs and opportunities of these contexts [1–4]. 

This paper aims to explore the potential of EV adoption for islands in Malaysia, 
a Southeast Asian country with over 800 islands of various sizes and characteris-
tics. Malaysia has set a target of achieving 10% EV penetration by 2030 [1], but its 
current EV market share is less than 1% [5, 6]. Moreover, most of the existing poli-
cies and initiatives for EV promotion are focused on the mainland, while the islands 
remain largely neglected. This paper seeks to fill this gap by examining the chal-
lenges and opportunities for EV adoption in Malaysia’s islands and drawing lessons 
from Japan’s Islands of the Future initiative, which has successfully implemented 
renewable energy and EV solutions in an island. 

2 Japan’s Island of the Future Initiative 

2.1 Background 

Japan has launched the Islands of the Future initiative in 2014 to promote the use 
of renewable energy and EVs in remote islands. One of the pilot islands is Koshiki 
Island in Satsumasendai City, Kagoshima Prefecture. The island has implemented 
various measures to support EV adoption, such as installing solar panels and charging
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stations, providing EV car-sharing services, and offering discounts for EV users. The 
island aims to achieve 100% renewable energy and zero-emission mobility by 2030 
[7, 8]. 

2.2 Koshiki Island 

Koshiki Island is a group of islands that are part of the Koshikishima Quasi-National 
Park and have a rich natural and cultural heritage. The island is also striving to 
become an eco-island by promoting renewable energy, electric vehicles, and smart 
houses. 

Koshiki Island is collaborating with Sumitomo Corporation to develop a locally 
generated, locally used energy model using reused electric vehicle batteries as energy 
storage systems. The project aims to stabilize the power supply and demand on the 
island, which relies on diesel generators and has a small-scale grid that is isolated 
from the mainland. 

The project consists of a solar farm with a generation capacity of 100 kW and a 
power management center with a storage capacity of 800 kW, using batteries from 
36 electric vehicles that have completed their service life. The project also utilizes 
an energy management system that monitors and controls the power generation and 
consumption on the island [8]. 

The project is expected to reduce the carbon dioxide emissions on the island by 
replacing some of the diesel power generation with renewable energy. It will also 
enhance the disaster resilience of the island by providing backup power in case of 
power outages caused by typhoons or other events. The project also aims to establish 
a new business model for providing an environment for connecting renewable energy 
using reused electric vehicle batteries. 

Koshiki Island is one of the examples of how Japan is trying to innovate and 
advance in the field of electric vehicles and related infrastructure. Japan has been 
a leader in hybrid and fuel cell vehicles and has also introduced some policies and 
incentives to support electric vehicle adoption [9, 10]. Japan also has some electric 
charging stations available in major cities and along highways, although their number 
and availability are still limited compared to other countries [9, 10]. Figure 1 shows 
the charging station as well as the electric vehicles available on the island. Meanwhile, 
Fig. 2 shows the solar PV generation available.

3 Discussions 

Koshiki Island is a model for the future of electric vehicles in Japan, and it has some 
technologies, policies and procedures that can be implemented in Malaysia Island.
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a.Charging station b. Electric vehicles 

Fig. 1 Site visits to Koshiki island, a charging station b EV 

Fig. 2 Solar PV generation in Koshiki Island

3.1 Technologies 

Koshiki Island reuses electric vehicle batteries for energy storage, reducing waste and 
costs. This technology can be applied in Malaysia’s islands, where electric vehicle 
adoption and energy storage are needed. Koshiki Island’s energy management system 
improves grid efficiency and can benefit Malaysia’s islands facing challenges in 
renewable energy integration.
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3.2 Policies and Partnerships 

Koshiki Island collaborates with Sumitomo Corporation to develop a local energy 
model, encouraging private sector innovation in electric vehicles and renewable 
energy. This policy can be adopted in Malaysia’s islands to support electric vehicle 
adoption and renewable energy development. Koshiki Island’s eco-island vision 
promotes renewable energy and smart houses, enhancing quality of life and tourism 
potential, inspiring Malaysia’s islands to showcase their assets. 

3.3 Procedures 

Koshiki Island’s solar farm and power management center, powered by retired electric 
vehicle batteries, optimize renewable energy use and provide backup power during 
emergencies. Malaysia’s islands can replicate these procedures to improve charging 
infrastructure and enhance disaster resilience for electric vehicles and renewable 
energy (Table 1). 

Table 1 Summary of Japan EV strategies that can be implemented in Malaysia 
Japan strategies How to implement in Malaysia 
Reusing electric vehicle batteries as energy 
storage systems 

. Establish a system for collecting and 
recycling used EV batteries from the market 

. Develop standards and guidelines for reusing 
EV batteries as energy storage systems 

. Encourage private sector participation and 
innovation in providing energy storage 
solutions using reused EV batteries 

Developing a locally generated, locally used 
energy model 

. Assess the renewable energy potential and 
demand on each island 

. Invest in renewable energy projects such as 
solar, wind, hydro, biomass, etc. on the 
islands 

. Develop smart grids and microgrids to 
integrate and manage renewable energy 
sources and loads on the islands 

Promoting renewable energy, electric vehicles, 
and smart houses as part of an eco-island vision 

. Create a clear and consistent policy 
framework and roadmap for achieving the 
eco-island vision 

. Provide incentives and subsidies for adopting 
renewable energy, electric vehicles, and 
smart houses on the islands 

. Enhance the quality of life and tourism 
potential of the islands by showcasing their 
natural and cultural assets
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4 Conclusion 

This study has explored the challenges and opportunities of adopting electric vehi-
cles and renewable energy solutions on Malaysian islands and has drawn lessons 
from Japan’s Islands of the Future initiative. The study has found that Malaysia 
can overcome the challenges such as limited charging infrastructure, range anxiety, 
high upfront costs, and lack of public awareness by implementing strategies such 
as reusing electric vehicle batteries as energy storage systems, developing a locally 
generated, locally used energy model, promoting renewable energy, electric vehicles, 
and smart houses as part of an eco-island vision, fostering public–private partner-
ships, offering incentives and subsidies, and conducting education campaigns. The 
study has also provided valuable insights for policymakers, industry stakeholders, and 
local communities involved in promoting sustainable transportation on Malaysian 
islands. The study hopes to contribute to the advancement of electric vehicle and 
renewable energy sectors in Malaysia and the region, as well as to the achievement 
of the sustainable development goals and the Paris Agreement targets. 
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Abstract This paper analyses the effect of incidence angle on the performance 
of a dual cantilever flutter (DCF) energy harvester. An experiment was conducted 
for incidence angles of 0°, 30°, 60° and 90° about the z-axis where the 0° angle 
correspond to the case where both cantilever beams are positioned perpendicular to 
the wind flow. The electromagnetic power output was then theoretically estimated 
from the experimental measurements. Results demonstrate that from 0° to 60°, the 
critical flutter speed of the device decrease with angle of incidence, which highlights 
a potentially larger bandwidth. However, the flutter amplitude also decreases with 
incident angle, recording a 54.7% decrease at 60° when compared with 0°. This 
corresponded to a 76.1% drop in predicted power output. At 90°, flutter was not 
recorded within the tested wind speeds. The experiment was then repeated by rotating 
the DCF 90° about the x-axis. The results obtained this time was very similar to the 
0° angle along the z-axis in terms of amplitude and power. However, the critical 
flutter speed was reduced by 16.3%. Interestingly, the flutter frequency remains 
approximately constant after the critical flutter speed for all tested incidence angle. 
Finally, some important considerations to maximize the performance for the device 
were provided. 
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1 Introduction 

Interest in energy harvesting technologies quickly grew when the demand for a self-
sustained wireless sensor network became necessary. A sensor network consists of 
many sensor nodes where for certain applications, each node can require less than 
0.1 mW to operate [1, 2]. These small electronics are mainly used for monitoring 
purposes and at remote locations, it may be difficult to provide a direct power supply 
for the sensors. Even if a power source was to be provided, the installation and 
maintenance cost would be significant. Hence, energy harvesting comes as a viable 
energy source for these sensors. Among others, wind energy harvesting poses as a 
promising option as it is safe, ubiquitous and almost always available [3, 4]. While 
wind turbines are usually the first thing that comes to mind in wind power generation, 
some researchers have considered other methods such as harvesting wind energy 
from flow or vortex induced vibrations and flutter oscillations [5–7]. These methods 
generally produce smaller energy than wind turbines, but they cater the low wind 
speed range and a smaller device size [8]. 

Hobeck et al. [9] proposed an interesting flutter-based energy harvester named 
the dual cantilever flutter (DCF). The device consists of two cantilever beams placed 
side by side and oriented perpendicularly to the wind flow. During flutter, the device 
demonstrates a unique characteristic where both beams oscillate in an anti-phase 
motion or in the opposite direction relative to each other. In their experiment, 
Hobeck et al. [9] was able to achieve persistent, large amplitude vibrations and suffi-
cient power using piezoelectric transducers. The idea of using such a simple energy 
harvesting device was so that they can be arranged into a grass like array consisting 
of multiple DCFs for a larger power generation. Nevertheless, Hobeck et al. [9] only 
considered the case the wind flow is perpendicular to the DCF whereas in practical 
applications, wind may appear from multiple directions. Hence, this study investi-
gates the effect of different angle of incidence on the performance of the DCF energy 
harvester. 

2 Experiment Setup 

Two cantilever beams each measuring 130.0 mm × 20.0 mm × 0.5 mm (length × 
width × thickness) were clamped side by side inside the test section of a low-speed 
wind tunnel to create the DCF. The beams were separated at a distance of 4.0 mm 
apart from each other. Initially, the DCF were positioned at an incidence angle of 
0° which is the case when the surfaces of both beams are perpendicular to the wind 
flow. This also corresponds to the typical DCF setup presented by Hobeck et al. [9]. 
The wind speed inside the tunnel was varied incrementally between 4.0 to 15.0 ms−1 

and two laser displacement sensors were used to capture the motion of each beam at 
its free end. A digital manometer was used to measure the pressure of the wind flow.
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Fig. 1 a Experiment setup to measure effect of incidence angle on the performance of a DCF 
energy harvester and b Orientation of DCF at 90° along the x-axis 

Measurements from both laser sensors were transferred to a computer for analysis 
via a data acquisition (DAQ) device. 

The experiment was then repeated by rotating the DCF to incidence angles of 30°, 
60° and 90° about the z-axis. This will simulate the scenario where the wind flow is 
projected onto the device from different directions. At 90°, the surfaces of the DCF 
beams are parallel to the wind flow as shown in Fig. 1a. Afterwards, the DCF was 
rotated 90° about the x-axis as shown in Fig. 1b. The experiment was again repeated 
for this setup under the same wind speed range. Note that under this orientation, the 
surfaces of the beams are also perpendicular to the wind flow, similar to the case of 
0° angle about the z-axis. 

3 Results and Discussion 

The data obtained from the experiments was slightly off-set due to the bending of the 
DCF beams from the wind force. Hence, zero-centering was performed on the data 
to reflect the actual beam displacement due to flutter. Additionally, the amplitudes 
of both beams were averaged to obtain a single value.
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3.1 Critical Flutter Speed and Amplitude Analysis 

One of the main contributors to the power output in flutter-based energy harvesters 
is device’s flutter amplitude. In general, devices that flutter at larger amplitudes will 
generate a larger power output. The variation of amplitude with wind speed for all 
five experiments are demonstrated in Fig. 2. 

Results in Fig. 2 shows that the DCF energy harvester still experience flutter 
when the direction of the wind flow changes between 0° to 60° about the z-axis. 
Additionally, a decrease in the critical flutter speed was also seen as the incidence 
angle increases. Although this decrease is relatively small at approximately 14.5%, 
it does suggest the potential increase in bandwidth of the energy harvester when 
subjected to wind flow from different direction. This means that the device can 
operate even if the wind flow is not perpendicular to the beam (0°). Nevertheless, 
the flutter amplitude of the device also decreases with increasing incidence angle 
which may reflect a lower performance at these angles despite the lower critical 
flutter speed. At an incidence angle of 90°, flutter was not recorded within the tested 
wind speeds, indicating that the device could not produce any useful output if the 
wind flow is parallel to the beam’s surfaces. 

When the device was rotated at 90° about the x-axis, experimental results show 
that the device exhibit a very similar trend to the 0° angle about the z-axis in terms of 
amplitude. The reason for this is because for both cases, the beams are oriented so that 
their surfaces are perpendicular to the wind flow. However, the critical flutter speed 
for the orientation of 90° about the x-axis is 16.3% lower than the 0° about the z-axis 
orientation. This shows that the former orientation is more favorable as it provides a 
larger operational bandwidth while not compromising the flutter amplitude. As for the 
flutter frequency, all experiments recorded very similar frequency of approximately 
27.8 Hz, suggesting that the frequency is independent of the incidence angle.

Fig. 2 Variation in 
amplitude against wind 
speed for all tested incidence 
angles 
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3.2 Voltage and Power Output Analysis 

As stated before, one of the main characteristics of a DCF energy harvester is that 
after the critical flutter speed, the two beams flutter in an anti-phase motion. This 
type of motion is favorable for electromagnetic transducers as the anti-phase motion 
can be used to increase the relative motion between the magnets and the conductor 
which in turn will multiply the voltage and power output [10]. While this have not 
been tested before, the theoretical analysis of electromagnetic induction for the DCF 
was considered in this study. 

Assuming that both beams flutter with identical amplitudes and in anti-phase 
motion, the relation between the flutter amplitude, xa , and the induced voltage from 
electromagnetic induction, E , based on Faraday’s law is 

E = 2Kxaω (1) 

where K is the electromagnetic coupling factor and ω is the flutter frequency in 
radians. Considering that the conductor is connected in parallel to a load resistor, 
The voltage output at the load resistor is 

V = E 
RL 

RL + Rc 
(2) 

where RL and Rc are the external load resistance and internal resistance of the 
conductor respectively. Taking the optimum load resistance case for low coupling 
factor where RL ≈ Rc and applying’s ohms law, the power output, P , of the  DCF  
energy harvester can be estimated as 

P = 
(Kxaω)2 

RL 
(3) 

To ensure the validity of Eq. (3), a low coupling factor of K = 0.2 Tm and 
a load resistance of 2.5 Ω was considered for this analysis [11]. This also allows 
for the damping force induced by the electromagnetic components to be ignored. 
For simplicity, the effect from the mass of these components was also neglected. 
Under these conditions, Eqs. (1)–(3) can be applied to the amplitude results obtained 
in Fig. 2 to predict the electromagnetic voltage and power output for the device. 
Figure 3 demonstrates the estimated voltage and power output for the tested DCF at 
different incidence angles.

The drop in amplitude at increasing incidence angles from Fig. 2 resulted in a 
large reduction in power output of up to 76.1% at 60° angle. However, the 90° angle 
about the x-axis still display a promising output due to the similar trend in amplitude 
with the 0° angle about the z-axis.
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Fig. 3 Variation in voltage and power output against wind speed for all tested incidence angles

4 Conclusion 

This study explores the effect of different incidence angles towards the performance 
of a DCF energy harvester. Experimental results show that the critical flutter speed 
of the device decreases when the incidence angle increased from 0° to 60° about the 
z-axis, but no flutter activity was recorded when the flutter beams were parallel to 
the wind flow (90°). Likewise, the flutter amplitude also decreases with increasing 
incidence angle which caused a significant drop of up to 76.1% in the power output. 
When the DCF was rotated 90° about the x-axis, the device demonstrated a similar 
trend in terms of amplitude and power output with the 0° case about the z-axis but with 
a 16.3% smaller critical flutter speed making it the most promising orientation. The 
flutter frequency, however, remained the same in all five experiments. To conclude, 
some important considerations for the DCF energy harvester are listed here: 

1. While non-perpendicular wind direction provides a slight increase in bandwidth, 
the trade-off in power is too large. Hence, it is important to orientate these 
devices perpendicular to the direction of the majority of the wind flow in practical 
applications. 

2. Although the 90° angle about the x-axis displayed the most promising output, it 
may be difficult to create arrays of the device under this orientation. 

3. The power output predicted in this study is still considerably low and has very 
limited applications. Hence, future works must focus on optimizing the DCF 
energy harvester. Additionally, the variation in incidence angle about the y-axis 
can also be investigated. 
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Temporal Distribution of Thunderstorm 
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of Peninsular Malaysia 
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Abstract An eight-year (2011–2018) study of thunderstorm activity in the southern 
region of Peninsular Malaysia is presented based on the lightning data obtained 
from the Lightning Detection Network System (LDNS) operated by TNB-Research 
(TNBR). This study aims to enhance regional knowledge and analyse the temporal 
variation of thunderstorm activity in the southern part of Peninsular Malaysia. The 
main findings of this study indicated an increasing pattern of thunderstorm activity 
within the 8-year period of observation, and the mean annual rate was approximately 
163,426 per year. About 13.2% of total CG lightning was +CG lightning, while 
86.8% was dominated by -CG lightning. Even though more than 93% of annual 
lightning was dominated by −CG lightning, the yearly observations revealed that 
the number of+CG lightning has increased over the years. Therefore, further research 
and consideration of the −CG and +CG lightning activity is essential in this region in 
order to enhance and improve the current lightning protection system and predict the 
lightning and thunderstorm activity, particularly for directly and indirectly affected 
sectors and industries. 
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1 Introduction 

Thunderstorms and lightning vary depending on location, climate, and time. Thun-
derstorms are often accompanied by lightning, heavy rain, strong winds, and some-
times snow, hail, or no precipitation. Intra-cloud (IC) lightning, inter-cloud (CC) 
lightning, and cloud-to-ground (CG) lightning may occur at the beginning phase of 
a thunderstorm. Negative cloud-to-ground (−CG) lightning involves the transfer of 
negative charges through multiple strokes, whereas positive cloud-to-ground (+CG) 
lightning involves the transfer of positive charges in a single stroke, accounting for 
fewer than 5% of lightning strikes. The +CG lightning is more dangerous because 
of its greater distance, flash duration, and higher peak charges [1, 2]. Malaysia has 
year-round lightning and thunderstorms due to its tropical climate, monsoon varia-
tion, topography, and location near the Equatorial Belt. The Global Lightning Dataset 
360 (GLD360-Vaisala) reported 17,738,435 lightning counts and 54.14 events per 
km2 in 2021 for Malaysia, the highest in Southeast Asia. Most states in Malaysia 
experience more than 50 flashes per km2 per year due to their mountainous nature 
and proximity to the Strait of Malacca (west), the South China Sea (east), and the 
Strait of Tebrau (south). In 2021, Johor has 3.79 million people and an area of 19,166 
km2. Johor ranks second in Malaysia for maximum lightning density (91.3 events 
per km2 per year) [3]. 

Malaysia experiences a high rate of lightning activity, causing human fatalities, 
damages to electronics and machinery, financial losses, forest fires, and the destruc-
tion of agriculture and crops [4]. Lightning incidents increased to 282 cases between 
2008 and 2017 [5]. Lightning incidents and fatalities were reported in southern Penin-
sular Malaysia [6, 7]. From 2001 to 2013, lightning and thunderstorms caused 39% to 
61% of transmission line disruptions in the TNB Transmission Network, exceeding 
previous estimates of 36% [8]. Lightning disruptions were also reported in Brazil, 
Austria, Indonesia, and China as a result of significant lightning activity [9, 10]. Thus, 
lightning monitoring, forecasting, and understanding lightning and thunderstorm 
characteristics and activities in different regions are crucial for minimising lightning 
damage. Numerous regions, including Europe, North America, Brazil, China, Korea, 
India, Sri Lanka, Australia, Vietnam, and Thailand [11–19], as well as Malaysia [8, 
20–23], have investigated and reported the temporal variation of lightning. 

This study presents the findings of the analysis of approximately 1.3 million 
lightning strikes recorded by the Lightning Location System (LLS) called the Light-
ning Detection Network System (LDNS) and operated by TNB Research Sdn. Bhd. 
(TNBR) in the southern region of Peninsular Malaysia from January 1, 2011, to 
December 31, 2018. The temporal variation of thunderstorm activity was analysed. 
The main contributions of this study may provide a regional reference for lightning 
risk assessment and lightning protection in southern Peninsular Malaysia and its 
environments, benefiting diverse sectors, industries, and humans.
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2 Data and Method 

The study region covered an area of about a 100-km radius from the School of Engi-
neering, Universiti Teknologi Malaysia (UTM), Johor. The lightning activity data 
were obtained from LDNS-TNBR, which consists of the date, time, location (longi-
tude and latitude), and peak current (in kA) of the lightning activity. Currently, the 
LDNS-TNBR is empowered by five running sensors, with detection efficiency up to 
95% and location accuracy improved to 250 m. The sensors utilised a combination of 
Time of Arrival (ToA) and Magnetic Direction Finding (MDF) techniques to detect 
and locate the real-time lightning activity around Peninsular Malaysia. Detailed infor-
mation regarding the LDNS-TNBR can be found in the following references: [8, 
24, 25]. The temporal variation of thunderstorm activity in the southern region of 
Peninsular Malaysia was determined using Microsoft Excel and Python 3.9. 

3 Results and Discussions 

The annual variation of CG lightning in the southern region of Peninsular Malaysia 
from 2011 to 2018 is depicted in Fig. 1. About 641,543 CG lightning activity were 
recorded in 2017, which is the highest compared to other years. While 8818 CG 
lightning activity were recorded in 2012, the mean annual rate was approximately 
163,426 per year. In 2017 and 2018, the number of lightning strikes was higher (close 
to 123,000 flashes) because, in 2015, TNBR upgraded its LDNS, which provided a 
better detection efficiency of 95% and location accuracy of 250 m for recording the 
total lightning activity. This may have contributed to the increase in lightning activity 
detected after 2015. 

From Fig. 2, it is found that most of the annual lightning was dominated by − 
CG lightning with 93% and above, and +CG lightning only accounted for less than
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Fig. 2 Annual variations of +CG and −CG lightning from 2011 to 2018 

7%. However, the yearly observations showed that the number of +CG lightning 
increased over the years. In 2017, the +CG lightning rate drastically increased to 
20.4%, which is more than the nominal percentage of 10%. The +CG lightning was 
rarely observed in Malaysia, and the findings of this study are consistent with those 
of other studies conducted in various locations in Malaysia [8, 20–24, 26]. 

On the other hand, several studies in Malaysia reported that+CG lightning activity 
increased and occurred more than the nominal percentage of 10%, which ranged from 
14 to 31%. Therefore, necessitating further investigation and study of +CG and − 
CG lightning in this region is crucial and unpredictable because the +CG lightning 
carries a greater amount of current and transfers more electrical charges than the − 
CG lightning. 

4 Conclusion 

The temporal distribution of thunderstorms in the southern region of peninsular 
Malaysia was analysed based on approximately 1.3 million lightning strikes recorded 
by TNBR-LDNS from 2011 to 2018. This study discovered an increasing pattern of 
lightning activity within the 8-year observation period, especially after the LDNS 
was upgraded in 2015. About 86.8% was −CG lightning, and only 13.2% was +CG 
lightning. The yearly variation showed that the +CG lightning increased over the 
years, with about 20.4% of +CG lightning recorded in 2017 compared to other years 
only that ranged from 2.2% to 6.7%. The basic characteristic and temporal variation 
of thunderstorm activity in the southern region may be beneficial to various sectors 
and industries. Overall, these findings revealed interesting trends that aligned with 
those obtained for tropical regions, such as the relationship between thunderstorm 
activity and geographical location in the southern region of Peninsular Malaysia.
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Enhance the AlGaN/GaN HEMTs Device 
Breakdown Voltage by Implementing 
Field Plate: Simulation Study 
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Mohd Syamsul, Alhan Farhanah Abd Rahim, and Asrulnizam Abd Manaf 

Abstract Recently, the features of AlGaN/GaN high electron mobility transistors 
(HEMTs) known as breakdown voltage (BV) have garnered a lot of interest for 
RF and Power applications. But due to the electric field and current collapse, the 
breakdown voltage of the GaN HEMTs device is reduced. Therefore, in this research, 
the field plate technique has been studied for enhancing the GaN HEMTs device 
breakdown voltage by using Silvaco TCAD software. It’s observed that the dual 
field plate has shown a higher breakdown voltage around 1100 V, whereas the gate 
field plate and source field plate have illustrated a breakdown voltage of 820 and 
1000 V approximately. Subsequently, GaN HEMTs presented a threshold voltage 
(VTH) of  − 3.3 V and transconductance (GM) of 16.3 mS/mm approximately. 
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1 Introduction 

Due to the remarkable electrical characteristics of Gallium Nitride (GaN) and its 
associated alloys (high frequency, high carrier concentration, high density, high 
mobility, and high power), Gallium Nitride-based high electron mobility transis-
tors (also known as GaN-HEMTs) have been under extensive research with many 
outstanding and special features like big energy band difference, low noise, high 
breakdown field, low thermal impedance, and high saturation velocity [1, 2]. Thus, 
many market-driven industries, like radio frequency, power devices, high-power 
conversion, high-frequency communication, photonics, and control, have reported 
using GaN-based devices [3]. However, GaN HEMTs face various reliability issues 
that may eventually cause degradation, such as high-temperature environments, high 
electric fields or thin films, high leakage current, current collapse, and low breakdown 
voltage [4]. 

Electrons are trapped at defects in the AlGaN/GaN layers, and the passivation 
interface causes a current collapse. When a high applied voltage is used, the electric 
field accelerates the channel electrons, and the device captures some of the accelerated 
electrons. The applied voltage increases the ON resistance because, in the ON state, 
the 2DEG channel is depleted by trapped electrons. Consequently, the phenomenon 
of collapse is influenced by the electric field. In order to minimize collapse, the field 
plate structure could be used because it decreases the concentration of the electric 
field [4]. It also helps the GaN HEMTs device improve breakdown voltage where 
several field plate methods have been used, like gate field plate, source field plate, 
and drain field plate [5–7]. 

This study applied the field plate method to enhance the AlGaN/GaN HEMTs 
device breakdown voltage. It’s noticed that a dual field plate is more effective than 
a gate field plate or a source field plate because it’s reduced the electrical field and 
improves the breakdown voltage ~ 1100 V, which is reliable for the device. 

2 Device Design 

Utilizing TCAD SILVACO software, the simulation work is carried out in this 
research. Figure 1 depicts the GaN HEMTs structural layout [8]. The substrate 
consists of a GaN buffer layer with a thickness of 0.18 µm, and then an AlGaN 
barrier layer with a thickness of 0.02 µm is placed on top of it. The doping concen-
tration of the GaN buffer layer and AlGaN barrier layer are assumed to be 1015 cm−3 

and 1016 cm−3, respectively. Si3N4 is used as a passivation layer above the AlGaN 
layer. Moreover, the gate length of the device is 0.4 µm, and with a work function of 
5.23 eV, the gate electrode created for the structure is assumed to be made of metal.

The gate is 0.5 µm away from the source, and from the drain is 5.1 µm. The drain 
and source contact lengths are 0.1 µm. Following that, the field plate included on 
the source side as well as the gate side. As for simulation, various models have been
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Fig. 1 AlGaN/GaN HEMT device layout with a field plate

incorporated for it, such as for the Mobility model, the mobility depending on the 
field is used; The Fermi–Dirac model uses Fermi statistics; For carrier generation 
and recombination, the Shockley–Read–Hall model is used; domain-related mobility 
model also included here; the Impact Ionization model is to calculate the breakdown 
characteristics which mechanism is modeled as α0 exp(− EC/E), here EC is break-
down field of 3.4 × 107 V cm−1 and 2.9 × 108 cm−1, ionization coefficient is called 
α0 [9]. Calculated strain and polarization are evoked for the epitaxial strain caused 
by lattice mismatch and spontaneous polarization. Subsequently, the autonr method, 
namely Newton-Richardson Method, is a variant of the Newton iteration; this only 
creates an updated coefficient matrix when slowing convergence indicates that this 
is required [10]. 

3 Result and Discussion 

3.1 Characteristics Curve 

The transfer and transconductance curves for a GaN HEMTs are displayed in Fig. 2a. 
Where the threshold voltage (VTH) and transconductance (GM) are obtained as − 
3.3 V and 16.3 mS/mm, respectively. In the drain current (IDS) versus drain-source 
voltage (VDS) characteristic curves, the GaN HEMTs presented a high maximum 
drain current of 1400 (mA/mm) at VGS = 0 V, as depicted in Fig. 2b.
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Fig. 2 AlGaN/GaN HEMT device a transfer characteristics and transconductance curve b I versus 
V characteristics curve 

3.2 Field Plate Simulation 

In this research, three types of field plates simulated. At the gate electrode edge, 
the electric field impacted by the field plate electrode connection due to the gate 
field plate and source field plate having distinct effects on the gate edge when it 
comes to the gate-source voltage. The source and gate field plates are combined 
to create the dual field plate structure. Increasing the field plate length makes it 
possible to minimize the electric field at the gate edge. Meanwhile, a lengthy field 
plate lowers the BV because of the isolation breakdown between the drain and field 
plate electrodes. Despite the fact that the gate-drain offset length Lgd can raise the 
breakdown voltage, an increase has been made in the static ON resistance. Figure 3 
reveals the distribution of electric fields in various field plates.

After cutting along the black line of those field plates, the measurement value is 
presented in Fig. 4, which displays the field plate structure’s mechanism. It’s observed 
that the gate-edge peak for the dual field plate and gate field plate is lower than the 
source field plate due to the relaxation of the electric field by the gate field plate 
electrode [4].

Earlier, by changing the gate field plate length such as 1, 1.25, 1.50, and 1.75 µm, 
the impact of the GaN HEMT device on the breakdown voltage was reported [8], as 
illustrated in Fig. 5a. It was noticed that when the gate field plate length rises from 
2.5 to 3.25  µm, the BV also increases from 530 to 820 V. On the contrary, the source 
field plate BV displayed in Fig. 5b.

The BV grows when the source field plate length varies from 2.9 to 3.65 µm. 
The BV reaches the maximum of 1000 V at a source field plat length of 3.65 µm. 
However, for dual (gate + source) field plate structure, the BV improves highest 
value around 1100 V when the gate and source field plate maximum lengths are 2.75 
and 3.15 µm, as indicated in Fig. 5c.
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Fig. 3 Various types of AlGaN/GaN HEMT device field plate a gate field plate b source field plate 
c gate + source (dual) field plate

Fig. 4 Electric field of 
various types of field plate 
from simulation result
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Fig. 5 Breakdown voltage of AlGaN/GaN HEMT device with a gate field plate, b source field 
plate, c dual (gate + source) field plate

4 Conclusion 

This research uses the field plate method to enhance the BV of AlGaN/GaN HEMTs 
devices. The gate and source field plates have shown the highest breakdown voltage, 
around 820 and 1000 V, respectively, at the maximum lengths of 3.25 and 3.65 µm. 
In contrast, the breakdown voltage of the dual field plate reached the maximum of 
~ 1100 V, which increased around 34 and 10% compared to the gate and source 
breakdown voltage. Moreover, it reduces the electrical field, making the device more 
reliable. 
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Design of Low-Power and Area-Efficient 
Square Root Carry Select Adder Using 
Binary to Excess-1 Converter (BEC) 

Poh Yuin Lyn, Nor Azlin Ghazali, Mohamed Fauzi Packeer Mohamed, 
and Muhammad Firdaus Akbar 

Abstract The Carry Select Adder (CSLA) is commonly used in VLSI design appli-
cations like data-processing processors, ALUs, and microprocessors to perform fast 
arithmetic operations. Compared to primitive designs like Ripple Carry Adder and 
Carry Look Ahead Adder, the regular CSLA offers optimized results in terms of area. 
However, it is still possible to reduce the area and power consumption of CSLA by 
implementing a simpler and more efficient gate-level modification. In this work, all 
the CSLA structures were designed using Verilog HDL while pre-layout simulation 
and synthesis were done using Quartus Prime, ModelSim and Synopsys EDA tools. 
The final results analysis obtained have proven that the BEC-based SQRT CSLA is 
better than regular square root CSLA (SQRT CSLA) as it has reduced total cell area 
by 19.54 (16-bit) and 19.44% (32-bit) as well as reduced total dynamic power by 8.52 
(16-bit) and 8.75% (32-bit). Ultimately, the modified SQRT CSLA structure using 
BEC method showed significant lower dynamic power consumption and smaller cell 
area than the regular SQRT CSLA. 

Keywords Binary to excess-1 converter (BEC) · Carry select adder · Low-power ·
Area efficient · Verilog 

1 Introduction 

In this new era of nanoelectronics, the demand for high-speed arithmetic units in 
micro-processors, image processing units and digital signal processing (DSP) chips 
is increasing rapidly due to the intensive development in digital electronics field. 
The development of high-speed adders is very important in the most commonly used 
arithmetic operation in digital signal processing applications and it acts as the basic 
building block for synthesis of arithmetic computations [1, 2]. The ripple carry adder
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(RCA) is composed of many cascaded single-bit full-adders. The circuit architecture 
is simple and area-efficient, but it suffers from increased propagation delay due to 
the dependency on previous stage outputs. To address this, the carry select adder 
(CSLA) was introduced, which independently generates multiple carries and selects 
the appropriate one to generate the sum [3, 4]. CSLA improves computation speed 
by performing parallel additions in different groups [5–8]. However, the regular 
CSLA still has drawbacks in terms of area efficiency and power consumption due to 
duplicated adders [9]. To overcome this, an area-efficient CSLA can be designed by 
removing duplicated adder cells and utilizing multiplexers to select outputs based on 
previous carryout signals [2]. 

This work aims to reduce the cell area size and minimize dynamic power in the 
square root CSLA (SQRT CSLA) by manipulating the carry select adder block. 
SQRT CSLA, an extension of the linear CSLA, equalizes the delay and area of carry 
chains and block multiplexer signals [10]. It facilitates the implementation of large 
bit-width adders with lower delay by using cascaded CSLAs to provide a parallel path 
for carry propagation [11]. SQRT CSLA is chosen for modification and evaluation 
due to its balanced delay, lower power requirements, and improved area efficiency 
compared to regular CSLA [12, 13]. 

2 Regular SQRT Carry Select Adder (CSLA) 

The carry-select adder includes two RCAs and a multiplexer for addition. It calculates 
the sum and carry twice, assuming carry-in values of 0 and 1, and selects the correct 
results based on the obtained carry [4]. The size of each carry select block can be 
uniform or variable, with variable sizing using the square root of the number of bits as 
the ideal number of full-adder elements per block to determine the delay. The 16-bit 
regular SQRT CSLA consists of five groups of RCAs and multiplexers of different 
sizes, with each RCA and its attached multiplexers performing two parallel additions 
assuming carry-in values of 0 and 1 [1]. 

The structure of the 16-bit regular SQRT CSLA is shown in Fig. 1. It consists 
of five groups of different size RCAs and multiplexers. Each of the RCAs starting 
from 2-bit RCA until 5-bit RCA and each attached multiplexers will perform two 
additions in parallel, one assuming a carry-in (Cin) of zero and another one with 
carry-in (Cin) of one.

3 Binary to Excess-1 Conversion (BEC) of SQRT CSLA 

The proposed design in the regular CSLA involves replacing the conventional RCA 
with a BEC to achieve a smaller area and higher execution speed. The BEC logic is 
used with Cin = 1 [9] to restore the logic in the RCA for unlike bits. The BEC logic 
requires fewer logic gates compared to the n-bit full adder, making it advantageous.
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Fig. 1 Regular 16-bit SQRT CSLA [14]

However, to restore the n-bit RCA, an n + 1 bit BEC logic is needed. The BEC-based 
CSLA structure has a simpler logic structure with fewer resources than RCA, but it 
has a slightly higher carry propagation delay [8]. 

The modified structure in Fig. 2 replaces the conventional RCA with a BEC 
adder, simplifying the design. Verilog coding was used for ripple carry adders and 
multiplexers, following the procedure for regular SQRT CSLA design. The 16-bit 
BEC-based SQRT CSLA has four multiplexer blocks and five groups of RCAs (2-
bit to 5-bit) with BEC adders (2-bit to 6-bit). The 32-bit BEC-based SQRT CSLA 
includes additional RCAs (2-bit to 7-bit) and BEC adders (4-bit to 8-bit) for 32-bit 
inputs. Both versions use six multiplexer blocks for carry selection. Another Verilog 
module was written for BEC adder arithmetic. The procedure was repeated as for 
regular SQRT CSLA. 

Fig. 2 Modified 16-bit SQRT CSLA; parallel RCA with Cin = 1 is replaced with BEC [14]
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4 Result and Discussion 

The regular and modified SQRT CSLA designs using Verilog HDL were success-
fully verified with Quartus Prime and ModelSim. The testbench module was used to 
simulate the designs with different input stimuli. Figure 3 displays the output wave-
form generated by ModelSim for the 16-bit regular and BEC-based SQRT CSLAs, 
while Fig. 4 shows the output waveform for the 32-bit regular and BEC-based SQRT 
CSLAs. 

The waveforms for the regular and BEC SQRT CSLA will be identical as the func-
tionality of the CSLA is unaffected by the modification using the BEC method. The 
modification only affects the area and power consumption of the adder. Therefore, 
when providing the same input stimulus to both regular and BEC-based SQRT CSLAs 
using the testbench, identical outputs were obtained after the arithmetic operation. 
The values displayed in the output waveforms (Figs. 3 and 4) are in hexadecimal 
format for easier viewing and calculations. 

The designs were synthesized using different libraries for both regular and modi-
fied CSLA structures. Three libraries (slow, typical, and fast) were used to observe 
the impact of operating conditions on area and power. Table 1 displays the synthesis 
results, including area and power, for the 16-bit and 32-bit regular and BEC-based 
SQRT CSLA structures. The area represents the total cell area, and the total dynamic 
power includes internal power, net switching power, and leakage power.

Based on the synthesis results obtained shown in Table 1, it is proven that  the  
modification of SQRT CSLA structure using Binary to Excess-1 Conversion is able

Fig. 3 16-bit regular and BEC-based SQRT CSLA waveform generated by ModelSim 

Fig. 4 32-bit regular and BEC-based SQRT CSLA waveform generated by ModelSim 
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to help in the reduction of area and power. The BEC-based SQRT CSLAs have smaller 
total cell area and lower total dynamic power than the regular SQRT CSLAs. The 
percentage reduction for total cell area of 16-bit and 32-bit proposed SQRT CSLAs 
were 19.54 and 19.44% respectively. Moreover, it is clear that the total dynamic 
power of the of 16-bit and 32-bit proposed SQRT CSLAs that synthesized by typical 
synthetic libraries were reduced by 8.52 and 8.75% respectively. 

The slow, fast, and typical libraries had different global operating voltages (1.62 V 
for slow, 1.8 V for typical, and 1.98 V for fast). The slow condition resulted in high cell 
leakage power despite reduced area and power consumption, while the fast condition 
led to increased area and power consumption due to higher current. Therefore, the 
analysis and comparison of the synthesized results focused on the typical library, 
representing normal operating conditions. The research objectives of the project 
were successfully achieved through the design, simulation, and synthesis processes. 

5 Conclusion 

The SQRT CSLA structure is modified using the BEC approach in this work to 
make it more power and area-efficient. Because fewer logic gates are utilized in the 
design when adopting the BEC technique, it delivers a significant benefit in terms of 
reducing overall area and power. The final results obtained in this project has proven 
that the BEC-based SQRT CSLA is better than regular SQRT CSLA as it has reduced 
total cell area by 19.54 (16-bit) and 19.44% (32-bit) as well as reduced total dynamic 
power by 8.52 (16-bit) and 8.75% (32-bit). Therefore, the modified SQRT CSLA 
using BEC method is more efficient for various VLSI hardware applications. Further 
work is to be extended and improvised by designing and simulating the adders with 
increased number of bits, such as 64-bit, 128-bit and 256-bit. 
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Simulation of Bottom-Gate Top-Contact 
Pentacene Based Organic Thin-Film 
Transistor Using MATLAB 

Law Jia Wei and Nor Azlin Ghazali 

Abstract Organic transistor plays an important role in electronic applications as it 
provides additional benefit of flexibility and low cost compared to silicon electronic 
devices. Simulation and analytical model of such organic devices helps in improving 
and optimizing the performance of the device. There are various parameters that 
effect the performance of the device. In this work, analytical simulation of the organic 
device is performed based on the device physics to simulate the output characteristics 
using MATLAB for various channel length (L). Here, the impact on channel length 
is observed on varying the device length and its impact is observed on the drain 
current. Different channel length taken into consideration and the simulation result 
shows that the drain current increases when the channel length decreased. Thus, 
simulation of such analytical models helps in extracting the useful information about 
the performance of the organic transistors. 

Keywords Organic thin film transistor (OTFT) · Pentacene · MATLAB 
simulation · Transfer characteristics · Output characteristics 

1 Introduction 

Organic electronics is gaining significance in both academic and industrial settings, 
as it holds great potential for diverse applications such as distributed electronics, 
large-scale displays, arrays of sensors, and photovoltaic devices [1–4]. This is due 
to the promise for large-scale, low-cost, lightweight, and flexible electronic devices 
made with such transistors [5]. With the advantages of the organic-based transistors, 
it also brings that the understanding of the device operation become more important 
as the manufacturer of organic electronic circuits become complex in terms of the 
performance of the device.
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For circuit designers and for the advancement of organic circuits, the simulation 
of organic circuits is particularly useful. The proper representation of organic thin 
film transistors (OTFTs) in commercial circuit simulation tools is essential for the 
design of organic electronic circuits. A precise model is required to characterize 
the behaviour of fundamental organic devices during simulation [6]. Additionally, 
modelling and circuit simulation can assist the precise extraction of transistor model 
parameters, which could also be a time-saving operation [7]. In this work, simulation 
study of a top contact pentacene-based OTFT will be conducted using MATLAB. 
The channel length used for the simulation of the analytical model is 5, 15, 30 and 
50 μm. The result will be investigated in terms of performance parameters such as 
output characteristics and transfer characteristics. The effect of channel length on 
the output and transfer characteristic of OTFT will be analyzed. 

2 Device Structure 

An OTFT is a transistor made up of three electrodes, an insulator layer, and a thin film 
of a semiconductor that can transmit current. The main distinction between OTFTs 
and traditional MOSFETs is that the organic material-based device does not have a 
fourth terminal that is the body, making these transistors prone to the body effect 
[8]. Second, whereas the accumulation layer forms the conduction channel in OTFT, 
the inversion layer does so in inorganic-based devices [8]. Figure 1 illustrates the 
basic structure of the OTFT being simulated in this work, with the channel length 
denoted as L and its width as W. Pentacene acts as a p-type organic semiconductor 
(OSC). Silicon dioxide, SiO2 is used as dielectric with the thickness di and dielectric 
permittivity is εi with an associated capacity of Ci = εi/di. The semiconductor film 
has the thickness of ds and dielectric permittivity, εs with capacity, Cs = εs/ds. The 
threshold voltage is simplified and set to zero. Hence, threshold voltages can be 
incorporated into the model by substituting VGS with VGS − VTH where VGS and 
VTH are gate and threshold voltage respectively [9]. 

Fig. 1 A Cross-section of 
TCBG OTFT device 
structure
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Table 1 Design specification and parameter for OTFT 

Design parameter Notation Value 

Channel length L 5–50 μm 

Channel width W 2 mm  

SiO2 thickness di 300 nm 

Dielectric permittivity εi 3.9 × ε0 
Semiconductor thickness ds 100 nm 

Semiconductor doping Na 1016 cm−3 

Free carrier density ni 1.4510 cm−3 

Free carrier mobility μ0 10–4 cm−2/Vs 

Fitting parameter γ 10−5 (cm/Vs) −2 

Pool–Frenkel factor β 4.35 × 10−5 eV (cm/Vs)−2 

Zero field activation energy Δ 0.1 eV 

The design specifications and parameters used in the simulation are summarized 
in Table 1. The simulation parameters as tabulated in Table 1 were referred from the 
previous published work in order to obtain material characteristic and parameters 
similarity thus the device performance could be compared mainly when the device 
structural dimension changed [10]. The architecture of OTFT used in this work is 
bottom-gate-top-contact (BGTC). Because organic semiconductors are delicate, it is 
considerably simpler to deposit them on an insulator than the reverse [11]. Therefore, 
most of modern OTFTs are constructed using bottom-gate architecture. 

3 Analytical Model 

The analytical model takes into consideration equations that describe the features and 
behaviour of the devices. These equations can be used to extract various device char-
acteristics including ON current, OFF current, threshold voltage, and subthreshold 
slope. The analytical modelling employed standard equation of transistor for linear 
(Eq. 1) and saturation region (Eq. 2). 

In linear region (VDS < VGS − VTH ), the total drain ID can be expressed as the 
sum of bulk current from the free carriers in the semiconductors and the current of 
the carriers in the accumulation layer. Therefore, after simplification, the ID can be 
express as: 

ID = 
W 

L 
μlinCi

{
(VGS  − VT H  )VDS − 

1 

2 
VDS 

2

}
(1)
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where Ci is capacitance per unit area of dielectric material, μlin is field effect mobility 
for linear region. Whereas W and L are channel width and length of the OTFT 
respectively. 

When drain to source voltage exceeds the gate voltage (VDS > VGS) depletion 
layer is formed and the device now operates in the saturation region. This depletion 
layer extends form the coordinate point xo to the point of drain contact [12]. Now 
the drain current is given by: 

ID(sat) = 
W 

2L 
μsatCi (VGS  − VT H  )

2 (2) 

where μsat is field effect mobility for saturation region. This kind on analytical 
modelling is useful for understanding and predicting the performance of transistor 
in various operating conditions. 

4 Results and Discussions 

Based on the Poole–Frenkel mobility model to demonstrates the channel conduction 
in Pentacene-based OTFT, which states mobility as: 

μ(E) = μ0exp

[
− Δ

KT  
+

(
β 
KT  

− γ
)√

E

]
(3) 

where μ(E) is the field dependent mobility, μ0 is the zero-field mobility, Δ is the 
zero-field activation energy, T is the temperature, β is the electron Poole–Frenkel 
(PF) factor, γ is the fitting parameter, k is the Boltzman constant, and E is the electric 
field. In analytical modelling, a fixed value of mobility is taken but, various studies 
revealed that it is actually dependent on the voltage difference between the gate-
source and drain-source [12]. The mobility of the OTFT is set to be 0.395cm2/Vs 
based on the Poole–Frenkel mobility model formula. 

Output characteristics obtained for the different channel lengths 50, 30, 15 and 
5 μm is shown below in the Fig. 2. From the figure, it is observed that the output 
characteristics looks similar to that of the conventional transistor [13].

The drain current, ID increases linearly at low drain voltages (VDS) and ID becomes 
saturated at high drain voltages due to a pinch-off of the organic active channel of the 
fabricated devices. Figure 2a shows that maximum ID is approximately 71.89 μA for  
L = 50 μm. With the channel length L = 30 μm, ID is maximum at 186.48 μA which 
shown in Fig. 2b. Figure 2c and d show that the channel length with L = 15 and 5 μm 
have maximum ID are approximately 237.29 and 711.89 μA respectively. The output 
current increases with decreasing the channel length at a fixed gate voltage (VGS = 
1.4 V). This behavior can be explained by the reduction in channel resistance with 
decreasing channel length which allows increase the density of charge carriers in the 
conductive channel of this top contact OTFT [12].
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Fig. 2 Output characteristics of OTFT with channel length of a 50 μm b 30 μm c 15 μm and  
d 5 μm

Figure 3 shows the transfer characteristic of the devices with four different channel 
length plotted in logarithmic scale. The IDS − VGS curve was obtained by sweeping 
gate bias from 0 to 5 V with drain bias fixed at 1 V. The device performance in 
terms of the electrical parameters such as threshold voltage, subthreshold slope and 
current on/off ratio can be extracted from Fig. 3. From Fig.  3, it shown that all the 
subthreshold slope value is approximately same which is 0.83 V/decade It might due 
to the constant mobility is used for this work so it did not bring any changes for the 
subthreshold slope in this case.

5 Conclusions 

The performance of pentacene-based OTFT for BGTC structure through the simula-
tion of MATLAB tools are reported in this work. It provides a better understanding 
of device physics and effects of the channel length to the performance character-
istics of OTFT. The simulated device exhibit linear and saturation region through 
the output and transfer characteristics when employing varying channel lengths. The 
subthreshold slope remains constant despite variations in channel length. Similar 
simulation techniques can be used in MATLAB to better understand device behaviour 
and to optimize various device performances in accordance with the requirements.
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Fig. 3 Semi-logarithmic (IDS  − VGS  ) characteristics of OTFT with channel length of a 5 μm 
b 15 μm c 30 μm and  d 50 μm
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Acoustic Beamforming Using Machine 
Learning 

Te Meng Ting and Nur Syazreen Ahmad 

Abstract This paper shows how two microphones in an endfire array configuration 
was used to perform beamforming. The setup uses two condenser microphones and 
a sound card to allow multiple sources to be input to the computer at the same time. 
A cross-correlation calculation was used to determine the time shift between the two 
mics. Using the Delay and Sum algorithm, the time shift can be corrected, and the 
mic signals can be added to a superposition. 

Keywords Acoustic · Delay and sum · AoA · Microphones · Cross-correlation 

1 Introduction 

Acoustic beamforming is a popular technique used in various applications, such as 
speech enhancement, noise reduction, and source localization [1]. In robotic appli-
cations, acoustic beamforming using machine learning algorithms enables robots to 
enhance specific sound sources of interest while suppressing background noise and 
interference [2, 3]. This capability can be particularly valuable in scenarios such 
as human–robot interaction [4, 5], where the robot needs to focus on and under-
stand human speech in a noisy environment [6, 7]. Traditional beamforming algo-
rithms rely on mathematical models and signal processing techniques to enhance the 
desired sound source while suppressing noise and interference from other directions. 
However, these methods often require prior information about the acoustic environ-
ment and assume stationary sources, which may limit their effectiveness in dynamic 
or unknown environments [8–10].

T. M. Ting (B) · N. S. Ahmad 
School of Electrical and Electronic Engineering, Universiti Sains Malaysia, 14300 Nibong Tebal, 
Penang, Malaysia 
e-mail: desmond_ttm@hotmail.com 

N. S. Ahmad 
e-mail: syazreen@usm.my 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. S. Ahmad et al. (eds.), Proceedings of the 12th International Conference on 
Robotics, Vision, Signal Processing and Power Applications, Lecture Notes in Electrical 
Engineering 1123, https://doi.org/10.1007/978-981-99-9005-4_20 

157

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9005-4_20&domain=pdf
mailto:desmond_ttm@hotmail.com
mailto:syazreen@usm.my
https://doi.org/10.1007/978-981-99-9005-4_20


158 T. M. Ting and N. S. Ahmad

This work explores the application of omnidirectional microphones in beam-
forming technology. Omnidirectional microphones possess the unique ability to 
equally capture sounds from all directions, making them suitable for beamforming 
purposes. Beamforming micro-phone arrays can be designed to enhance sensitivity 
to sounds originating from specific directions while suppressing noise from other 
directions. This technique is based on the principle of superposition, where two or 
more waveforms are combined to form a resultant waveform with higher ampli-
tude. By employing a corrective algorithm based on cross-correlation, the phase 
of individual microphone signals can be adjusted to achieve proper superposition. 
This results in a significantly improved Signal-to-Noise Ratio (SNR). The ability to 
dynamically change the beam direction, known as beam steering, finds applications 
in various devices such as smart speakers, headsets, and hands-free calling tools in 
cars. In this paper, we focus on elucidating the process of beamforming using two 
omnidirectional condenser microphones in the endfire array configuration. 

2 Methodology 

The concept that makes beamforming work is based on understanding the phase 
delay and correcting it. In order to correct the phase, a proper way of detecting the 
phase delay is crucial. Cross correlation works by comparing two signals, in this 
setup, the signals were first discrete into chunks of 200 blocks and saved into an 
array. If signals arrive at one mic before the other, we know that there will be a shift 
when comparing both arrays. By applying cross correlation between first mic (Mic 1) 
relative to second mic (Mic 2) and subtracting the correlation between Mic 2 and Mic 
1, the distance number of chunks shifted can be calculated. The positive or negative 
sign of the value will indicate the direction. The sampling rate was set at 48 kHz, 
we can calculate the chunk time by taking the period of the sampling frequency and 
multiplying it with the delayed chunk. However, in this setup the signal delay was 
done not by adding a delay block, but by shifting the array by an amount equal to the 
chunk delay. The shifted cells were then populated with zeros to avoid interference 
when summed with the other signal. The two arrays are then summed to obtain a 
super position. 

2.1 Polynomial Regression 

In statistics, polynomial regression is a form of regression analysis in which the 
relationship between the independent variable x and the dependent variable y is 
modelled as an nth degree polynomial in x. The goal of regression analysis is to model 
the expected value of a dependent variable y in terms of the value of an independent 
variable (or vector of independent variables) x. In general, we can model the expected 
value of y as an nth degree polynomial, yielding the following polynomial regression
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model: 

yi = β0+β1xi + β2x
2 
i +  · · ·  +  βm x

m 
i + εi (i = 1, 2, . . .  n) (1) 

2.2 Machine Learning 

Data points measured are discrete values being a single point in any axis. However, 
accuracy issues arises when we want to obtain values in between these data points 
that are not previously measured. An approximation can be made by joining the 
two points and interpolate the data. This is only accurate for a linear regression. If 
the lines connecting the two dots were meant to be a polynomial expression, the 
interpolated value will not be accurate. The way to solve this is to figure out the best 
fit polynomial equation of the curve joining the lines. Machine learning uses training 
data to figure out the most optimal equation and uses that to either interpolate or 
extrapolate values needed [11, 12]. The accuracy of this relies on the number of 
training data and the number of degrees in the polynomial equation. Beamforming 
can be achieved with two or more mics. The more mics used, the better the directivity 
and sensitivity of the output signal. The figure below shows how beamforming is done 
by adding a corrective delay between different mic inputs. If the sound is coming 
from a different direction, the end product will not be a super positioned waveform. 
By lowering the overall amplitude, and sound coming from the wrong direction will 
be negated. Since the signal is strongest in one direction only, we say that the beam is 
steered to that direction. For the signals coming from all the mics to be synchronized, 
cross-correlation of the different signals can be done. Cross-Correlation measures 
the similarity between two signals and returns the shifted copy of the second signal. 
By running a cross-correlation function on two signals, the delay between the two 
signals can be calculated. The delay correction can be done by adding a delay block 
in processing at a later stage. 

2.3 Setup 

An endfire array consists of multiple microphones arranged in line with the desired 
direction of sound propagation. The maximum delay occurs when signals arrive 
perpendicular to the direction of the mics. The distance between the two mics paired 
with the correct delay can form a cardioid. A cardioid pattern has no signal attenuation 
to the front of the array and theoretically completely cancels the sound incident to the 
array at 180°. The signals on the sides of a first order (2-microphone) delay-and-sum 
beamformer are attenuated by 6 dB. 

From Fig. 1 (left), it can be observed that the mic response changes with the 
source’s frequency. The distance between the two mics for this setup was set to form
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a cardioid at 2–4 kHz which is the range of human voice frequency. The distance 
between the two mics was set at half wavelength of a 3 kHz source which is d = 
56.67 mm. Two omnidirectional MEMS mics were used to capture data. Training 
Data was first captured in an anechoic chamber shown in Fig. 2 (right) to capture the 
best-case data. Once all the data points were captured, the data was fed as training 
data of the machine learning algorithm to generate the polynomial equation. The 
equation generated can be expressed as: 

y = −657x3 + 8.331e4 x2 − 5.16e5 x − 1.169e (2) 

Fig. 1 Frequency aliasing in a 2 microphone endfire beamformer (left). Reference setup in anechoic 
chamber (right) 

Fig. 2 Two signals shifted to form a super position—tone (left). Two signals shifted to form a super 
position—speech (right)
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3 Results and Discussions 

Figure 2 shows the results obtained when a sound source was played from different 
direction of the microphone array. When the sound source is played in the desired 
direction, the amplitude is higher than the original signal. When the sound source is 
played in the undesired direction, the amplitude is less than or equal to the original 
signal. 

It can be observed that the blue waveform arrives first followed by the orange 
waveform indicating the sound source is coming from a direction where the signal 
reaches the mic with the blue wave form first. The top graph shows the raw input while 
the graph below shows the output after phase correction and sum. The amplitude of 
the output signal is almost double that of the input signal indicating that the signals 
have been super positioned. Figure 3 shows two waveforms from the two mics. 

It can be observed that the orange waveform arrives first followed by the blue 
waveform indicating the sound source is coming from an angle opposite to the first 
one. The top graph shows the raw input while the graph below shows the sum of 
the two signals without any phase correction. Since the signal is coming from an 
undesired direction, the phase shift algorithm was not carried out. The amplitude of 
the output signal is about the same as the input signal indicating that the signals were 
not super positioned. Figure 4 shows two wave forms from the two mics.

When the signal arrives at both mics at the same time, running cross correlation 
will return a non-shifted value. In the case when the angle of the signal is perpendic-
ular to the axis of both mics, the phase correcting algorithm does not need to correct 
any phase and allows the signal to super position naturally. Signals coming from 
the undesired direction can be ignored completely by comparing the time-of-arrival 
between the two mics. This can be achieved using software. The beamformer in 
this setup can beam to a resolution of 15° and completely ignores signals from any 
other direction. However, since only two mics were used, the mics can’t distinguish 
between aliased signals. This, however, can be solved with more than two mics. Once 
the algorithm was set, a stream of data simulating the actual setup was carried out.

Fig. 3 Two signals not shifted—tone (left). Two signals not shifted—speech (right) 
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Fig. 4 Signal from equidistant of two mics—tone (left). Signal from equidistant of two mics— 
speech (right)

Fig. 5 3D Scatter Plot with Extrapolation (left). 3D Scatter Plot without Extrapolation (right) 

The simulation generated data with an increment of 1° and an amplitude of 0.02 dBm. 
From this, a 3D map of the theoretical measurement was obtained. 

Figure 5 shows a 3D scatter plot where the data is extrapolated beyond what was 
measured. The curve on the top is what the algorithm thinks the output would be given 
new data. The figure on the right shows another 3D scatter plot without extrapolation. 
Since the new data is within the range of the training data, the algorithm does not 
need to extrapolate excessively. 

4 Conclusion 

In conclusion, the setup in this document can obtain the desired results by performing 
the delay and sum algorithm on signals coming from the desired direction. This, 
however, is still a very basic form of beamforming and there are still a lot of things
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that can be done to optimize it. Future work will include echo cancellation and anti-
aliasing setup. The current setup was done on a computer with an abundance of 
computational resources. Since the concept is proven to work, the next step would 
be to port the method to an embedded system. 
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Abstract MIS structures utilizing tunneling AlN on high resistivity silicon is supe-
rior in terms of fabrication simplicity and improved bias responses in addition to 
providing promising electrical and photovoltaic performances. Based on previous 
simulation work, tunneling behavior is absent from the AlN-based MIS photovoltaic 
properties, indicating inconsistencies with the experimental evidence. This work 
aims to highlight this inconsistency by providing a comparative analysis between 
AlN and other insulating materials such as SiO2, Si3N4 and Al2O3 in terms of the 
dark current, photocurrent and K ratio parameters. Results show that the absence of 
tunneling is still prominent in AlN, whilst the other insulating materials illustrate 
excellent electrical and photovoltaic properties evident by the high K ratio values 
ranging between 103 and 105. This could be due to the misrepresentation of AlN in 
the simulation tool, which requires further parametric adjustments. 
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1 Introduction 

High resistivity silicon is becoming favorable to be integrated in the photo-
voltaic applications, especially in the metal–insulator-semiconductor (MIS) struc-
ture utilizing tunneling insulator, owing to the lower inversion voltage created by the 
substrate [1–3]. Incorporating thin aluminium nitride (AlN) as the insulator makes the 
structure superior due to the reduced fabrication complexity and promising perfor-
mances [4, 5]. However, based on work conducted in [6], tunneling behavior is not 
observed, even though the experimental results are evident [7]. In this work, this 
inconsistency will be highlighted, in addition to the comparative analysis with other 
insulators. 

2 Methodology 

The structural specification utilized in this work is based from Attaullah et al. [6], 
with palladium (Pd) as the metal contacts and a 4200 Ω cm p-type high resistivity 
silicon as the semiconductor substrate. A 2 nm thick insulating material is deposited 
in between the metal and semiconductor structure. The insulating material is varied 
between AlN, SiO2, Si3N4 and Al2O3 at that particular thickness, sufficient enough 
to induce tunneling mechanism in the structure as stated in [8]. These structures are 
built and simulated using TCAD simulation tools, and their respective dark current 
and photocurrent (light current) characteristics are compared and analyzed. 

3 Results and Discussion 

Figures 1, 2, 3 and 4 illustrate the dark current and photocurrent characteristics for 
structures with AlN, SiO2, Si3N4 and Al2O3, respectively. In all accumulation cases 
(voltage range between − 0.6 and − 1.6 V), the photocurrent is higher than the 
dark current and showing rectifying behavior. These observations are as expected; 
(1) generation of electrons and holes due to photons absorptions and (2) current 
contribution by majority carriers in the p-type substrate. Interesting observations can 
be seen in the inversion region (voltage range between 0.2 and 0.8 V), where tunneling 
behavior is illustrated in all structures, except for AlN. Regardless, the photocurrent 
is still much higher than the dark current, but only by a small magnitude.

Figure 5 shows the photocurrent comparison between MIS structures on different 
insulating material. MIS structure with Si3N4 illustrates the highest photocurrent 
values throughout the whole simulation region, followed by a closed competition 
between Al2O3 and SiO2, and AlN. Similar observations are seen in Fig. 6 for the 
dark current comparison.
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Fig. 1 Light current and dark current characteristics for MIS structure with AlN tunneling insulator. 
Inset plot represents the graph in log scale 

Fig. 2 Light current and dark current characteristics for MIS structure with SiO2 tunneling 
insulator. Inset plot represents the graph in log scale
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Fig. 3 Light current and dark current characteristics for MIS structure with Al2O3 tunneling 
insulator. Inset plot represents the graph in log scale 

Fig. 4 Light current and dark current characteristics for MIS structure with Si3N4 tunneling insula-
tor. Inset plot represents the graph in log scale

Table 1 illustrates the calculated K ratios (photocurrent/dark current) at inversion 
point i.e., our point of interest where tunneling is observed (or expected to observe 
in the case of AlN). Based on the results, structures with Si3N4 shows the highest
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Fig. 5 Photocurrent comparison for MIS structures with varying insulating material 

Fig. 6 Dark current comparison for MIS structures with varying insulating material

K ratio values, followed by Al2O3, SiO2 and AlN. These values corresponds to the 
results obtained in Figs. 5 and 6.

Despite the experimental observation in [7], the absence of tunneling behavior for 
structures with AlN simulated in this work is consistent with the simulation results 
obtained in [6], confirming the assumption made previously that the tunneling model 
used in the simulation work is not compatible with AlN. The main reason for this is
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Table 1 K ratio for MIS 
structure with varying 
insulating material 

Insulating material K ratio 

Aluminium nitride (AlN) 11.4 

Silicon dioxide (SiO2) 9.50 × 103 
Aluminium oxide (Al2O3) 9.36 × 104 
Silicon nitride (Si3N4) 5.42 × 105

that, AlN is not, by default, defined as an insulator in the simulator as compared to 
the other three well-known insulating materials. Hence, parameter adjustments need 
to be made to ensure more accurate representation of AlN as tunneling insulator 
can be achieved. Regardless, the outcome of this simulation work provides better 
understanding on the tunneling mechanism provided by the thin insulating layer in 
the MIS structures on high resistivity silicon. 

4 Conclusion 

MIS structures utilizing tunneling insulator on high resistivity silicon are simulated 
and studied. The electrical and photovoltaic behavior of the structures with different 
insulating materials are compared and analyzed, illustrating predicted tunneling 
performance for structures with thin layers of Si3N4, Al2O3 and SiO2, indicated by 
their respective high K ratio values. Similar tunneling properties are not portrayed in 
MIS structure with AlN, due to the misrepresentation of the AlN in the simulation. 
This requires further parameter adjustments for more accurate results. 
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Abstract Most developments of the sequential probability ratio test (SPRT) control 
chart assume that the underlying process comes from a Normal distribution with 
known mean and standard deviation. Nevertheless, the true values of the process 
parameters are usually inaccessible in production settings, and they must be approx-
imated from a set of Phase-I data. In certain areas, the process data can be positively 
skewed, which in turn affect the performance of control charts designed under the 
Normal distribution. In this paper, we provide a thorough analysis on the perfor-
mances of the SPRT chart with estimated process parameters under the influence 
of Weibull distributed data. The unconditional properties of the expected value and 
standard deviation of the time to signal are evaluated using Monte Carlo simula-
tion to facilitate comparisons between the Normal and Weibull distributions. Results 
show that both the in-control and out-of-control performances of the SPRT chart 
deteriorate when Weibull data are used. However, the optimal design of the SPRT 
chart with estimated process parameters seems to reverse the effect for large process 
mean shifts. 
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1 Introduction 

Statistical process control is essential for ensuring that the mean and variability 
of a manufacturing process are maintained at satisfactory levels. Popular quality 
control tools employed in industry include control charts. In particular, the sequential 
probability ratio test (SPRT) chart is highly valued due to its distinguished detection 
performance and sensitivity [1, 2]. 

In current literature, most developments related to the SPRT chart have been estab-
lished assuming that the in-control process parameters are easily accessible. However, 
in practice, the mean and standard deviation of a production process can only be esti-
mated from a modest number of Phase-I samples. Due to background noise, these 
estimates usually vary from practitioner to practitioner. Teoh et al. [3] showed that, 
on average, a practitioner has a 50% chance of obtaining a false alarm rate higher 
than the recommended rate when estimated process parameters are used. In view 
of the undesirable chart’s performances led by parameter estimation, researchers 
proposed the guaranteed in-control performance (GICP) framework to combat the 
issue of high false alarms [4, 5]. Particularly, the GICP framework adjusts the limits 
of the control chart so that only a small proportion of practitioners (e.g., 5%) will 
obtain false alarm rates higher than the nominal rate. Many researchers have since 
implemented the proposed methodology to a myriad of control charts [3, 6, 7]. 

Many studies on control charts assume that production data come from the Normal 
distribution. However, this may not apply to all manufacturing processes. In fact, 
many manufacturing data follow a Weibull distribution, for example, the tensile 
strength of glass fibers and the fatigue life of a specific type of aluminum coupon 
[8]. It is expected that skewed distributions can have negative implications on the 
performances of control charts designed under the Normal distribution [9]. 

In this paper, we study the performances of the SPRT chart with estimated process 
parameters designed under the Normal distribution using the GICP method, when 
the data come from a Weibull distribution. We describe the SPRT chart with known 
and estimated process parameters in the next section. In Sect. 3, we present some 
statistical properties of the Weibull distribution. In Sect. 4, we tabulate the results and 
highlight the key interpretations. Finally, concluding remarks are given in Sect. 5. 

2 The SPRT Chart Under the Normal Distribution 

Suppose that the quality characteristic X of an industrial process follows the Normal 
distribution N (μ0, σ 2 0 ), where μ0 and σ 2 0 represent the in-control mean and variance, 
respectively. Suppose further that we want to test the hypotheses H0: μ = μ0 against 
H1: μ = μ0 + δσ0, where δ >  0 is the size of an upper-sided mean shift. The 
upper-sided SPRT chart with known process parameters has the following control 
statistic:
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Ti, j = 
j∑

 =1

(
Xi, − μ0 

σ0 
− γ

)
, (1) 

for i = 1, 2, …, and j = 1, …, Ni, where Xi, is the  th observation of the ith Phase-II 
sample, γ (> 0) is a reference value, and Ni is the sample number of the ith SPRT. 
The upper-sided SPRT chart has a lower (g) and an upper (h) control limits. If Ti, j 
< g, the process is indicated as in-control. If Ti, j > h, then the process is signaled as 
out-of-control. If g ≤ Ti, j ≤ h, no conclusion can be drawn about the status of the 
process. 

Since the process parameters μ0 and σ0 are unknown in practice, we estimate 
their values using m Phase-I observations (Y1, …,  Ym). We use the Phase-I estimates 

μ̂0 = ∑m 
θ =1 Yθ /m and σ̂0 =

/∑m 
θ =1

(
Yθ − μ̂0

)2 
/(m − 1) in place of μ0 and σ0, 

respectively, in Eq. (1), for the SPRT chart with estimated process parameters. 
To evaluate the chart’s performances, Teoh et al. [3] derived the average time to 

signal (ATS), standard deviation of the time to signal (SDTS), and average sample 
number (ASN) as conditional functions of the random variables V = σ̂0/σ0 and 
W = (

μ̂0 − μ0
)
/
(
σ0/ 

√
m
)
, when the process parameters are estimated. All formulae 

can be found in Teoh et al. [3] and are omitted in this paper due to space restrictions. 
To further evaluate the average performances across all parameter estimates, Teoh 
et al. [3] derived the average of the ATS (AATS), average of the SDTS (ASDTS), 
and average of the ASN (AASN) as 

AATS = 
∞ ∫
0 

∞ ∫
−∞ 

ATS fW (w) fV (v)dwdv, (2) 

ASDTS = d 

 ||||
∞ 

0 

∞ 

−∞ 

1 + OC(δ) −
[
OC(δ) − OC2(δ)

]
I{δ /= 0} 

[1 − OC(δ)]2 
fW(w) fV (v)dwdv − 

2 

3 
I{δ /= 0} −

(
AATS 
d

)2 
, 

(3) 

and 

AASN = 
∞ ∫
0 

∞ ∫
−∞ 

ASN fW (w) fV (v)dwdv, (4) 

respectively. Here, fV (·) and fW (·) are the probability density functions of V and 
W , respectively. The derivations of these formulae can be found in Teoh et al. [3]. 

3 Statistical Properties of the Weibull Distribution 

The cumulative distribution function of the two-parameter Weibull distribution is 
FU (u) = 1 − exp{−(λu)α} for u ≥ 0, where α >  0 and λ >  0 are the shape and 
scale parameters, respectively [10]. For convenience, we set λ = 1 throughout this 
paper. The skewness (k), in-control mean (μU,0), and in-control variance (σ 2 U,0) of
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the Weibull distribution can be calculated using the formulae [10] 

k =  
(
1 + 3 

α

) + 2
[
 
(
1 + 1 

α

)]3 − 3 
(
1 + 1 

α

)
 
(
1 + 2 

α

)
{
 
(
1 + 2 

α

) − [
 
(
1 + 1 

α

)]2}1.5 , (5) 

μU,0 =  

(
1 + 

1 

α

)
, (6) 

and 

σ 2 U,0 =  

(
1 + 

2 

α

)
−
[
 

(
1 + 

1 

α

)]2 
, (7) 

respectively, where  (·) represents the gamma function. 

4 Results and Discussions 

In this paper, we design the SPRT chart with estimated process parameters based 
on the GICP framework under the Normal distribution. The GICP constraint is as 
follows 

Pr(ATS0 ≥ (1 − ε)τ ) = 1 − p, (8) 

where ATS0 is the in-control ATS, τ is the recommended ATS0, ε is the tolerance 
term, and p is an error probability. The GICP method is gaining popularity as it 
guarantees that the recommended ATS0 is exceeded with a very high probability 
(e.g., 90% or 95%). The optimal design is established by minimizing the expected 
value of the average extra quadratic loss (AAEQL) given by [3] 

AAEQL = 1 

δmax − δmin 

∞ ∫
0 

∞ ∫
−∞ 

δmax ∫
δmin 

δ2 ATS1 fW (w) fV (v)dδdwdv, (9) 

where ATS1 is the out-of-control ATS (i.e., when δ > 0).  
Prior to the chart’s design, we need to fix some specifications, i.e., the inspection 

rate R = AASN0/d, minimum sampling interval dmin, minimum mean shift δmin, 
maximum mean shift δmax, τ , m, p, and ε. Here, AASN0 is the in-control AASN. The 
inspection rate R should be set as a suitable number that balances the ratio between 
the in-control average sample size and the sampling interval. dmin is specified to 
prevent an unreasonably small d being attained as a result of the optimal design. The 
other design variables, i.e., δmin, δmax τ , m, p, and ε, , can be set based on practitioner’s 
past experience and the current in-control policy practiced by the company. In this 
paper, we set (R, dmin, δmin, δmax, τ , p, ε) = (5, 0.25, 0.10, 2.00, 250, 0.05, 0.20).
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Teoh et al. [3] outlined a comprehensive algorithm for developing an optimal SPRT 
chart with GICP-adjusted limits, given a set of design specifications. In particular, 
the algorithm searches the values of the charting parameters (AASN0, γ , d, g, h) that 
minimizes the AAEQL (i.e., Eq. (9)), while ensuring that the GICP constraint (i.e., 
Eq. (8)) is satisfied. The complete algorithm can be found in Teoh et al. [3]. Table 1 
shows the optimal charting parameters, together with their corresponding AATS and 
ASDTS values computed using Eqs. (2) and (3), respectively, for m ∈ {250, 500, 
1000} and δ ∈ {0.25, 0.50, 1.00, 1.50, 2.00} under the Normal distribution. Note 
that when m = +  ∞, the usual formulae for computing the ATS and SDTS values 
of the SPRT chart with known process parameters are used. 

When the process data come from a Weibull distribution, it is expected that the 
optimal SPRT chart designed under the Normal distribution would perform differ-
ently, depending on the degree of skewness. In our experiment, we consider four 
levels of skewness, i.e., k ∈ {0.0, 1.0, 2.0, 3.0}, for the Weibull distribution. Using 
numerical root-finding methods, we solve for the values of α in Eq. (5). Tables 2 and 
3 display the in-control and out-of-control (AATS, ASDTS) values, i.e., (AATS0, 
ASDTS0) and (AATS1, ASDTS1), respectively, of the SPRT chart with estimated 
process parameters. The process means used in Tables 2 and 3 are computed as 
μU,0 + δσU,0, where δ = 0 (in-control) and δ > 0 (out-of-control) are used for 
Tables 2 and 3, respectively. Note that μU,0 and δσU,0 of the underlying Weibull 
process are computed from Eqs. (6) and (7), respectively. All the tabulated results 
are approximated using Monte Carlo simulations with 100,000 replications, as the 
sampling distributions of the Weibull random variable are not analytically tractable.

From Table 2, it can be observed that, when k = 0, the (AATS0, ASDTS0) values 
under the Weibull distribution are reasonably close to those of the Normal distribution 
in Table 1. For example, when m = 1000, the (AATS0, ASDTS0) values under

Table 1 Optimal charting parameters (AASN0, γ , d, g, h), AATS, and ASDTS values of the SPRT 
chart with estimated process parameters, for m ∈ {250, 500, 1000, + ∞} and  δ ∈ {0.00, 0.25, 0.50, 
1.00, 1.50, 2.00}, when the data are Normally distributed 

m 250 500 1000 + ∞ 
(AASN0, γ , d) (AASN0, γ , d) (AASN0, γ , d) (ASN0, γ , d) 
(g, h) (g, h) (g, h) (g, h) 

δ (AATS, ASDTS) (AATS, ASDTS) (AATS, ASDTS) (ATS, SDTS) 

(2.074, 0.295, 0.415) (2.241, 0.287, 0.448) (2.208, 0.296, 0.442) (2.135, 0.322, 0.427) 

(0.446, 11.228) (0.341, 10.131) (0.317, 9.098) (0.259, 7.473) 

0.00 (5711.79, 29,799.56) (1251.75, 2487.63) (597.21, 804.57) (250.00, 249.79) 

0.25 (38.79, 113.49) (19.20, 27.79) (15.48, 17.94) (12.64, 12.64) 

0.50 (2.52, 2.96) (2.16, 2.28) (2.11, 2.15) (2.07, 2.06) 

1.00 (0.61, 0.59) (0.59, 0.56) (0.57, 0.55) (0.55, 0.52) 

1.50 (0.35, 0.30) (0.35, 0.30) (0.34, 0.29) (0.32, 0.27) 

2.00 (0.26, 0.20) (0.27, 0.20) (0.26, 0.19) (0.25, 0.18) 
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Table 2 AATS0 and ASDTS0 values of the SPRT chart with estimated process parameters, for m ∈ 
{250, 500, 1000, + ∞} and  k ∈ {0.0, 1.0, 2.0, 3.0}, when the data are Weibull distributed 

m = 250 m = 500 m = 1000 m = +  ∞ 
α k (AATS0, ASDTS0) (AATS0, 

ASDTS0) 
(AATS0, 
ASDTS0) 

(ATS0, 
SDTS0) 

3.60235 0.0 (5970.64, > 20,000) (1277.68, 
2596.22) 

(607.78, 
822.46) 

(251.70, 
251.63) 

1.56391 1.0 (1865.50, 8539.06) (556.08, 
1008.34) 

(290.24, 
371.20) 

(131.07, 
130.80) 

1.00000 2.0 (908.99, 3922.21) (330.05, 
580.07) 

(186.08, 
232.86) 

(90.65, 
90.24) 

0.76862 3.0 (579.71, 3131.25) (241.42, 
436.56) 

(145.38, 
182.61) 

(76.03, 
75.80)

the Weibull and Normal distributions are given as (607.78, 822.46) and (597.21, 
804.57), respectively. When k increases, the (AATS0, ASDTS0) values drop for all 
levels of m. While a decrease in the ASDTS0 value might suggest more consistent 
performances, a fall in the AATS0 value is certainly a strong indication of deteriorated 
in-control performance. It means that a large proportion of practitioners is likely to 
suffer unacceptable levels of false alarms as a result of the positively skewed data. 
Referring to the out-of-control cases, from Table 3, it is noticed that, for all levels of 
m, the  (AATS1, ASDTS1) values under the Weibull distribution with k = 0 are  very  
close to those under Normal conditions. It is also observed that, when 0.25 ≤ δ ≤ 
1.00, the (AATS1, ASDTS1) performances worsen as k increases. On the other hand, 
when 1.50 ≤ δ ≤ 2.00, the (AATS1, ASDTS1) values are found to decrease slightly. 
Though there is a slight improvement in the chart’s performance for large mean shifts, 
the deterioration in performance for small mean shifts due to positive skewness is 
much more concerning. For example, when m = 250, an increase in the skewness 
from 0 to 3 leads to a sharp increase in the AATS1 from 38.16 to 85.77 for δ = 0.25, 
and only a small decrease in the AATS1 from 0.26 to 0.21 is observed for δ = 2.00 
(see Table 3). 

5 Conclusions 

This paper studies the effect of the Weibull distribution on the performances of the 
SPRT chart with estimated process parameters designed under the Normal distri-
bution. It is shown that, in the in-control case, the AATS0 values decrease as the 
skewness of the data increases. This leads to undesirably large false alarms being 
obtained across practitioners. In the out-of-control cases, as the skewness increases, 
both the AATS1 and ASDTS1 values increase for small and moderate mean shifts, and 
decrease for large mean shifts. The unexpected improvement in the chart’s perfor-
mance for large mean shifts may be attributed to the AAEQL optimal design proposed
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Table 3 AATS1 and ASDTS1 values of the SPRT chart with estimated process parameters, for k ∈ 
{0.0, 1.0, 2.0, 3.0}, δ ∈ {0.25, 0.50, 1.00, 1.50, 2.00} and m ∈ {250, 500, 1000, + ∞}, when the 
data are Weibull distributed 

m = 250 m = 500 m = 1000 m = +  ∞ 
α k δ (AATS1, 

ASDTS1) 
(AATS1, 
ASDTS1) 

(AATS1, 
ASDTS1) 

(ATS1, SDTS1) 

3.60235 0.0 0.25 (38.16, 
112.80) 

(18.87, 
27.07) 

(15.29, 
17.68) 

(12.41, 12.36) 

0.50 (2.50, 2.92) (2.15, 2.26) (2.09, 2.14) (2.06, 2.05) 

1.00 (0.61, 0.60) (0.59, 0.57) (0.58, 0.55) (0.55, 0.52) 

1.50 (0.35, 0.31) (0.35, 0.30) (0.34, 0.29) (0.33, 0.28) 

2.00 (0.26, 0.20) (0.27, 0.20) (0.27, 0.19) (0.25, 0.18) 

1.56391 1.0 0.25 (47.65, 
157.77) 

(22.64, 
35.32) 

(17.64, 
21.00) 

(13.95, 13.94) 

0.50 (3.08, 4.39) (2.55, 2.78) (2.47, 2.56) (2.44, 2.43) 

1.00 (0.68, 0.68) (0.64, 0.62) (0.63, 0.60) (0.59, 0.57) 

1.50 (0.35, 0.31) (0.34, 0.29) (0.33, 0.28) (0.31, 0.26) 

2.00 (0.23, 0.16) (0.24, 0.15) (0.23, 0.14) (0.22, 0.13) 

1.00000 2.0 0.25 (61.33, 
272.58) 

(27.56, 
47.82) 

(20.86, 
25.90) 

(15.99, 15.98) 

0.50 (3.92, 9.26) (3.00, 3.47) (2.87, 3.05) (2.83, 2.82) 

1.00 (0.73, 0.74) (0.67, 0.66) (0.65, 0.63) (0.60, 0.58) 

1.50 (0.32, 0.29) (0.29, 0.23) (0.27, 0.21) (0.25, 0.18) 

2.00 (0.21, 0.12) (0.22, 0.13) (0.22, 0.13) (0.21, 0.12) 

0.76862 3.0 0.25 (85.77, 
1114.55) 

(33.58, 
70.51) 

(24.39, 
31.95) 

(18.33, 18.34) 

0.50 (5.69, 67.28) (3.45, 4.72) (3.22, 3.55) (3.16, 3.15) 

1.00 (0.76, 0.80) (0.67, 0.67) (0.64, 0.62) (0.58, 0.55) 

1.50 (0.27, 0.24) (0.23, 0.15) (0.22, 0.13) (0.21, 0.12) 

2.00 (0.21, 0.12) (0.22, 0.13) (0.22, 0.13) (0.21, 0.12)

by Teoh et al. [3]. In future, researchers may design the AAEQL-optimal SPRT chart 
with estimated process parameters under the Weibull distribution. 
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Semi-Automatic Liquid Filling System 
Using NodeMCU as an Integrated IoT 
Learning Tool 

N. F. Adan , Z. Zainal , M. N. A. H. Sha’abani , M. F. Mohamed Nor , 
and M. F. Ismail 

Abstract Computer programming and IoT are the key skills required in Indus-
trial Revolution 4.0 (IR4.0). The industry demand is very high and therefore related 
students in this field should grasp adequate knowledge and skill in college or univer-
sity prior to employment. However, learning technology related subject without 
applying it to an actual hardware can pose difficulty to relate the theoretical knowl-
edge to problems in real application. It is proven that learning through hands-on 
activities is more effective and promotes deeper understanding of the subject matter 
(He et al. in Integrating Internet of Things (IoT) into STEM undergraduate educa-
tion: Case study of a modern technology infused courseware for embedded system 
course. Erie, PA, USA, pp 1–9 (2016)). Thus, to fulfill the learning requirement, an 
integrated learning tool that combines learning of computer programming and IoT 
control for an industrial liquid filling system model is developed and tested. The 
integrated learning tool uses NodeMCU, Blynk app and smartphone to enable the 
IoT application. The system set-up is pre-designed for semi-automation liquid filling 
process to enhance hands-on learning experience but can be easily programmed for 
full automation. Overall, it is a user and cost friendly learning tool that can be devel-
oped by academic staff to aid learning of IoT and computer programming in related 
education levels and fields. 

Keywords IoT · NodeMCU · Blynk · Learning tool · TVET 

1 Introduction 

Internet of Things (IoT) is an essential pillar in Industrial Revolution 4.0 (IR4.0) 
as it gathers information from the machines via thousands of sensors to the cloud 
database in real time. Thus, essentially IoT has become a staple skill required by
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the industry. To meet the demand for professionals in this field [1], education sector 
inevitably must play a role into prepping the future workforce into shape prior to 
employment. 

Learning through hands-on activities allows students to experience and promotes 
deeper understanding of the subject matter [1]. It also better prepares graduates for the 
technology and knowledge-based jobs [2]. Therefore, through the implementation 
of hands-on activities using appropriate learning tool, students will be able to grasp 
the knowledge better and acquire the needed IoT skill [3, 4]. 

Apart from the IoT skill, students should be exposed to real industrial application. 
A simple and common application is automatic liquid filling system which is applied 
in food and beverages industry, chemical industry, and various others. Therefore, 
an integrated IoT learning tool is developed to combine the learning experience for 
students. The integrated learning tool is aimed to allow the students to apply their 
fundamental knowledge of computer programming and IoT to control a liquid filling 
system model. 

1.1 Literature Review 

Automatic liquid filling system in the industry typically uses Programmable Logic 
Controller (PLC) as they are more robust and can withstand harsh industrial environ-
ment. The research in [5] studied the use of PLC to automate the liquid filling process 
in a bottle. The developed laboratory prototype mainly consists of solenoid valve, 
conveyor belt and stepper motor, photo electric sensor and flow sensor. Photoelectric 
sensor used to detect the bottle and stop the conveyor while flow sensor is used to 
determine the rate of water flow and thus volume is controlled using time delay. The 
installation cost is expensive thus the project only implemented two sensors to reduce 
the cost. Hence, to reduce the cost which is mainly due to expensive controllers such as 
PLC, the researchers in [6, 7] implemented Arduino as the controller for their system 
prototype. All these prototypes are fully automated without IoT implementation. 

Therefore, IoT implementation from other application can be integrated into the 
liquid filling system to meet the objective of this research project. The IoT controlled 
system in [8, 9] uses NodeMCU, smartphone and Blynk app. Smartphone is used 
to turn on and turn off devices such as lamp, fan, water pump etc. via internet 
connection. NodeMCU is similar to Arduino but with an additional Wi-Fi capability 
which allows easier IoT implementation. Blynk app is an IoT platform which is used 
to remotely control connected electronic devices and display any data transmitted 
from NodeMCU. 

Various methods were used previously to measure and control the level of water 
filled in the bottle such as using time delay [5, 10], camera and image processing [6] 
and ultrasonic sensor [7]. Meanwhile the sensor that can be used to detect presence 
of bottle on the conveyor belt is photoelectric sensor [5], laser sensor [6] and infrared 
sensor (IR) [10]. The conveyor belt is usually operated using DC motor [5, 10] or
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stepper motor [6] while solenoid valve [5, 10] is used to flow the liquid from the tank 
into the bottle. 

2 Material and Method 

Factors such as cost, level of complexity and user-friendly features are considered 
in the material selection process. On top of that, the model developed is meant 
for education purpose, hence more hands-on involvement needed to fully compre-
hend computer programming skills and IoT fundamentals. The material used for the 
integrated learning tool is summarized in Table 1. 

The block diagram in Fig. 1 showed the overview of the integrated learning tool. 
A smartphone is used as the remote controller to manually control the solenoid valve

Table 1 List of components 

No Component Function 

1 NodeMCU Controller—operates motor and 
valve, communicate with Blynk 

2 12V DC motor Runs conveyor belt 

3 L298N motor driver module Allow low-current controller to 
control DC motor with higher 
voltage and current requirement 

4 Relay module Connect solenoid valve to 
external higher rated power 
supply 

5 IR sensor Detect presence of cup 

6 12V DC solenoid valve Open and close to flow water into 
cup 
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Fig. 1 Block diagram of the integrated learning tool 

and starts the conveyor belt operation. IR1 is used to detect presence of cup at the 
filling location and IR2 is used to detect the presence of cup at the end of the conveyor 
belt. 

Figure 2 shows the actual system together with the Blynk app interface. There 
are only two control buttons on the Blynk app interface which is pushbutton1 (start 
conveyor) and pushbutton2 (start and stop solenoid valve). 

The operation of the semi-automatic liquid filling system for this integrated 
learning tool is represented by the flowchart shown in Fig. 3. Only one cup is allowed 
on the conveyor belt at a time. At the beginning, the conveyor belt is off, and the red 
LED is turned on to indicate conveyor belt is not in operation. When pushbutton1 in 
Blynk app is pressed the conveyor belt will run and green LED turned on to indicate 
conveyor belt is running. Next, the system will check status of IR1. If it is not trig-
gered, the system will then check the status of IR2. If IR1 is triggered that means the 
cup has arrived at the filling station. But if IR2 is triggered, that means the cup has 
arrived at the end of the conveyor belt.

Fig. 2 Assembled integrated learning tool with Blynk App interface 



Semi-Automatic Liquid Filling System Using NodeMCU … 187

Fig. 3 System operation flowchart 

3 Result 

The full operation of the system has been successfully tested and the step-by-step 
operation is recorded as shown in Table 2. The overall system is simple to understand 
and allows students to engage with the operation of liquid filling process. Thus, 
students will be able to appreciate and understand the function of each component 
involved especially the IoT control via smartphone.
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Table 2 Step by step operation of the semi-automatic liquid filling system 

Step 
No 

Diagram Operation 

1 Power supply connected. A cup is placed on the 
conveyor belt. At the beginning, the conveyor belt is 
off and red LED is turned on 

2 When pushbutton 1 is pressed, the conveyor belt turned 
on and green LED also turned on. The cup is moving 
on the conveyor belt towards the filling station 

3 Cup is detected by IR1 causing the conveyor belt to 
turn off and red LED is turn on. Next, pushbutton 2 is 
pressed and solenoid valve opened to allow water flow 
into the cup 

Student must be alert and monitor the filling process to 
prevent overspill as the filling operation is not 
automated 

4 Pushbutton 2 is pressed again to close the solenoid 
valve and stop the filling process. The conveyor belt is 
turned on and green LED also turned on when 
pushbutton 1 is pressed. Now, the cup is moving again 
on the conveyor belt 

5 Finally, the cup has reached the end of the conveyor 
belt and its presence is detected by IR2. The conveyor 
belt stopped and red LED turned on. Student must lift 
the cup from the belt as the system only allow one cup 
operation at a time
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4 Conclusion 

The semi-automatic liquid filling system integrated with basic IoT application is 
a user and cost friendly learning tool that can be easily developed by academic 
staff to aid learning of IoT and computer programming in related education level and 
field. The integrated learning tool also introduces students to actual industrial system 
which helps to enhance their learning experience in class. The next stage of learning 
which is full automation and IoT monitoring can be accomplished using the same 
integrated learning tool. Students can modify the programs using time delay method 
to automate the liquid filling process into the cup and movement of the conveyor 
belt. 
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Abstract This research emphasized on the experimentation performed on the 
2.4 Ghz radio frequency (RF) module, utilized on Standstill Monitoring System 
(SMS), to discover the factors hindering the capabilities of the RF range and data 
stability in plantation environment, then proposed a signal enhancement technique. 
The architecture of SMS consists of sensor modules such as temperature, humidity, 
soil moisture and soil nutrition sensor to analyze as well as monitor real-time data 
on agriculture parameters through an IoT dashboard. The experiments were carried 
out, where the transmitter (Tx) was placed at the three ground stations with three 
different surrounding condition which is no obstruction, mild obstructions and full 
obstructions. The receiver (Rx) module was moved away from the ground station 
and transmission status was monitored. Findings showed that the transmission range 
without no obstruction is 70 m, with partial blockage is 50 m and total blockage 
is 10 m. By applying signal enhancement method which is implementing capacitor 
and breakout board, the range has been boosted to 350 m, 320 m and 160 m respec-
tively. With this findings, wireless communication waypoint can be plotted out at a 
Harumanis plantation which allows farmers to supervise their plantation at distance. 
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1 Introduction and Background 

Malaysia is known with the variety of tropical fruits where one of the vast cultivated 
tropical fruits in Malaysia is mango (Mangifera indica L.), there was approximately 
more than 5000 hectare of mango cultivation and more than 17,000 metric tonne of 
mango production in Malaysia [1]. The prospect of Harumanis can be seen when 
the Department from Statistics Malaysia (DOSM) [2], reported that the production 
of Harumanis mango have rose by a whopping 57% in 2021 with 3336 metric ton 
with production value of RM66.7 million compared to 2121 metric ton in 2020 with 
production value of RM42.42 million. 

Instrument testing for RF range and transmission stability is becoming increas-
ingly important in agricultural environments due to the proliferation of wireless 
sensors and devices used for precision agriculture applications [3]. These devices 
require reliable wireless communication to collect and transmit data from remote 
locations. However, the agricultural environment presents several challenges that 
can impact RF performance, such as physical obstructions, interference from other 
wireless devices, and varying weather conditions. This research paper is a continua-
tion work from the previously proposed SF system, known as Standstill Monitoring 
System (SMS) [4], meant to alleviate challenges faced by farmers such as diffi-
culty in ensuring sufficient nutrients supplied to the crop along with distinguishing 
a diseased plant and fruit. Experimentation studies in this paper are centered on the 
performance of sensor modules implemented in the architecture of SMS, primarily 
the radio module nRF24L0l+. 

For the rest of the manuscript, Sect. 2 explains on the experimental setup and 
methodology on the testing, which is to gather insight on the radio module network 
coverage including location and area of experimentation, transmission band and 
devices model. Section 3 shows the experiment result in figures with data monitoring 
result seen through serial monitor. Conclusion of the proposed work is placed under 
Sect. 4. Meanwhile, acknowledgement is placed under end of this chapter. 

2 Methodology 

There are various Wi-Fi modules in the market, however the selection to use 
nRF24L0l + as a wireless module is due to the low-power consumption (11.3 mA) 
which is ideal to pair with battery powered device or power bank, supports a 
maximum data rate of 2 Mbps, has a range of up to 100 m (m) in direct line of 
sight (LOS) and able to act as both transmitter and receiver while utilizing 2.4 GHz 
frequency band as wireless transmission channel as well as cost efficient. This 
research utilizes the same radio module nRF24L0l+, equipped with external antennae 
at both Tx and Rx board, transmitting sensor data from ground station to the receiver 
board.
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Ground Station 

2.4Ghz 
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RF Receiver 

Wi-Fi 
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Network 

IoT Dashboard 

Fig. 1 Proposed data communication method for SMS 

In Fig. 1, the wireless communication technology at each point, starting from 
ground station to end-user has been proposed. The Harumanis plantation will act as 
the ground station, as data are transferred to Rx board through 2.4 GHz band. The 
receiver board which is a waypoint, placed in an area with Wi-Fi connectivity in 
order to forward the received data to cloud server, where farmer is able to perform 
remote monitoring through IoT dashboard. 

The transmission test was done to mimic the real-life application in Harumanis 
plantation, where several data readings are taken under different conditions such as 
direct Line of Sight (LOS), where the two antennas able to directly communicate 
without any obstacle, Near Line of Sight (nLOS) is when partial separation exists 
between radio signal, such as trees and bushes while Non-Line of Sight (NLOS) 
refers to complete obstruction between the radio modules such as buildings. For 
each the conditions, the Tx module is placed at the ground station while researcher 
moved the Rx board away from the ground station. The transmission status was 
observed on serial monitor at every 50 m. Transmission is considered weak when 
sensor readings on serial monitor were lagging, and transmission failed when new 
sensor readings were not registered. When failure of transmission was detected, the 
distance was observed and marked on google map application to obtain distance of 
transmission. 

3 Result and Discussion 

The purpose of this experiments is to find out different types of interference affecting 
the transmission capability that exist in outdoor condition especially plantation envi-
ronment. Based on initial hypothesis, the interference can occur from the noise caused 
by other wireless network module such as Wi-Fi and Bluetooth, among other things 
such as the line of sight being obstructed by solid objects, for example walls, buildings 
and trees. Later, discussion on gathered results and hypothesis were made, identifying 
the cause of RF limitation and instability in data transmission, along with suggesting 
approach that can be taken to overcome the limitation of nRF24L0l+.
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3.1 Comparisons Before and After Signal Enhancement 
Technique 

There are three different testing points in Universiti Sains Malaysia Engineering 
Campus that have been chosen for the test. Each of the point has different obstructions 
size. As such, point A surrounding consist of shrubs, less denser trees and no buildings 
nearby, as comparison to point B where the signal trajectory is not being interfered 
with trees or buildings as the tested location is surrounded by open sports courts. 
Finally, point C as testing site for NLOS, is at student’s dormitory where full radio 
wave obstruction should occur. The area of testing location along with travel direction 
(orange arrow) and ground station location (blue circle) is exhibit in Fig. 2. The initial 
test was done using RF24 board that has not been modified, as in Fig. 3. 

Fig. 2 Radio transmission coverage radius and testing points 

Fig. 3 Nonmodified RF24 
board
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Fig. 4 Modified RF24 board 

From the study [5] has integrated capacitor to RF24 modules as a current booster 
to the power supply whenever the main current supply is insufficient, due to increased 
current demands mainly during transmission process. The capacitance selected for 
this project is 10 µF, as the suitable range of electrolytic capacitors are within 10 µF 
to 100 µf, any higher would stress the 3.3 V regulator of RF24 [6]. Additionally, 
breakout board is also connected to the RF24 module, which ensure a sturdy connec-
tion for wire jumpers, but also able to supply up to 1 A current, which is sufficient for 
data transmission process, as depicted in Fig. 4. Data transmission test was performed 
again with exact setup as previous experiment. 

The comparison result of unmodified RF24 board and enhanced RF24 board are 
revealed in Table 1, where in LOS situation, the transmission of unmodified RF24 
can reach up to 70 m, increased by 290 m for the enhanced radio module, with 
higher frequency of incoming sensor data being displayed on serial monitor. In a 
circumstance where the Tx and Rx are facing partial obstruction, such as spaced trees, 
the nLOS range, is 40–50 m for default RF board. Meanwhile, the implementation 
of signal enhancement technique has boosted the range up to 330 m, due to a more 
stable current being supplied. Finally, when the Tx board is subjected to complete 
obstruction, the NLOS test longest delay of incoming signal, denoting total signal 
loss when Rx is not within 10 m. With the addition of capacitor and breakout board, 
the stability of data transmission is maintained up to 160 m. 

Table 1 Transmission distance comparison for nRF24L0l + 
No breakout and capacitor With breakout and capacitor 

Board setup 

Obstructions Transmission distance (meters) 

No obstructions 70 358 

Spaced trees 40–50 326 

Buildings 10 162
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3.2 Discussion 

Results show that the capability of nRF24L0l+ as wireless module is heavily affected 
by the environment of RF module for both transmission board and receiving board. 
The application of SMS tripod which focused on Harumanis plantation where it is 
an open plantation, has avert the possibility of RF communication network faced 
interruption from other wireless network devices such as Wi-Fi, mobile network, 
Bluetooth and other wireless modules that utilize the 2.4 GHz frequency band. In 
addition, during NLOS test, it is possible for the signal from the transmitter radio 
module to be reflected off wall, ceilings and metallic objects, causing a short trans-
mission capability. Similar research such as [7] also implement nRF24L0l+ in range 
testing, however, the study does not gather information from indoor environment. 
The limitations in this experimentation are the test area is not totally free from 
other wireless network which is Wi-Fi, due to the location is surrounded by other 
research laboratory with Wi-Fi access. However, the results produced is sufficient 
to answer the initial hypothesis by providing information on transmission range and 
communication stability. 

As a recommendation, to ensure a maximum transmission range and constant 
stability are achieved in outdoor application, signal enhancement method that can be 
taken, which is implementing capacitor to provide the extra current that is required 
during data transmission, aside from ensuring that the Tx module is directly facing 
the Rx board with clear LOS. This can be achieved by placing the module high into 
the air, avoiding the Fresnel Zone phenomenon, where radio signals are diffracted or 
bend due to obstruction from solid object such as trees and buildings [8]. In addition, 
implementing breakout board for nRF24L0l+ which has 3.3 V voltage regulator as 
well as ensuring sufficient current is supplied during wireless communication for the 
use for data monitoring of SMS tripod. 

4 Conclusion 

Instrument testing for RF range and transmission stability is crucial in agricultural 
environments to ensure a reliable wireless communication for precision agricul-
ture applications. With the obtained experimentation result, further analysis will be 
performed from the researcher side, in order to improve the current SF monitoring 
system by focusing on enhancing the wireless communication range and ensuring 
a stable data transmission. Through implementation of suggested recommendation, 
it is possible to boost the RF range beyond the radius obtained from experiment 
result. Nonetheless, as a future work perspective, a graphical user interface trans-
mission medium for surveillance purpose [9] with optimized scheduling can be inte-
grated [10]. Finally, the expected outcome from this study is to provide a better SF 
monitoring system that is cost-effective with efficient analysis, that can benefit local 
farmers in managing their crop plantation, specifically Harumanis plantation.
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Abstract Photovoltaic (PV) systems are recognized as an important section in 
the utilization of solar power, and the optimisation, control, and mockup of these 
systems are of great significance. However, the performance of PV systems is 
mainly motivated by model constraints that are varying and often absent, making 
their accurate and robust estimation a challenge for existing methods. In this study, 
the effect of using the Q-learning embedded sine cosine algorithm (QLESCA) in 
the selection of optimal PV model parameters is investigated. The performance of 
QLESCA is evaluated and compared with other optimizers. The results show that 
QLESCA achieves higher efficiency in accurately estimating PV model parameters. 
This research provides an efficient and effective method for identifying optimal PV 
model parameters and contributes to the field of PV system optimization, control, 
and simulation. 
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1 Introduction 

The optimization of photovoltaic (PV) models is a crucial step in obtaining accurate 
and efficient predictions of PV system performance. PV models can be described 
by different mathematical equations, with the sole diode (SD) and dual diode (DD) 
models being the most commonly used. Accurate parameter values are necessary for 
obtaining high performance of solar system. Therefore, searching for optimal param-
eters of solar system (PV models) can be seen as an optimization challenge, which 
can be solved by a robust optimization approach. Recently, population-based search 
engines, such as the metaheuristic technique, have made significant achievements in 
selecting the best values for the constraints of PV models. 

In recent years, numerous studies have focused on the parameter extraction and 
optimization of solar photovoltaic models. Khani et al. [1] developed a compu-
tational finite volume code to accurately obtain the temperature-dependent perfor-
mance of a photovoltaic-thermal solar collector by using Genetic Algorithm to maxi-
mize the electrical and thermal efficiencies. Wang et al. [2] proposed a hybrid Opti-
mizer for parameter estimation of both static and dynamic photovoltaic models, 
which performs well under environmental fluctuations. Meanwhile, Abbassi et al. 
[3] proposed an Improved Arithmetic Optimization Algorithm (IAOA) to obtain the 
parameters of solar cells from experimental databases or manufacturer’s datasheets. 
These approaches highlight the importance of optimization algorithms in accu-
rately parameterizing solar photovoltaic models and demonstrate their potential in 
improving the efficiency and performance of solar photovoltaic systems. 

However, some challenges are associated with the optimization of PV models, 
including the presence of multiple local optima and complex relationships between 
the model parameters. To address these challenges, various optimization algorithms 
have been proposed and applied to solve the problem of parameter extraction. One 
promising algorithm is QLESCA [4], which has shown great performance in solving 
optimization problems in various fields. 

In this study, we propose the use of QLESCA for optimizing the restrictions of 
the SD and DD PV models. As far as our knowledge extends, QLESCA has not been 
previously employed for addressing this particular problem, and this study aims 
to evaluate its effectiveness in handling the challenges of optimizing PV models. 
The motivation for using QLESCA is based on its exceptional performance in other 
applications, such as [5]. The results of this study will provide insights into the 
potential of QLESCA for optimizing PV models and contribute to the development 
of more accurate and efficient PV models. 

The subsequent sections of this paper are structured as follows. Section 2 presents 
the problem formulation of the PV system, where the mathematical models and 
objective functions used in the optimization process are described. In Sect. 3, we  
provide an in-depth analysis of the experimental results and compare the performance 
of the optimization algorithms. Finally, in Sect. 4, we draw conclusions and discuss 
future research directions.
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Fig. 1 The illustration (i) SD model,  (ii) DD model,  and (iii) PV module model 

2 Problem Formulation of the PV System 

The development of a mathematical structure is a crucial step in describing the 
behavior of PV systems. Two widely used models are SD and DD, in addition to 
the photovoltaic module model. A key aspect of using optimization algorithms is 
the design of an appropriate cost function, where high-performing individuals are 
selected based on the values of the objective function. In constraint estimation for 
PV models, the aim is to find parameter values that accurately approximate experi-
mental data, thereby minimizing the error between them. A detailed description of 
these models and their associated objective functions is presented in [6] for further 
reference. 

Based on the circuits of the three models shown in Fig. 1, the SD model 
contains five unknown parameters that require accurate estimation. These param-
eters include photo-generated current (Iph), reverse saturation current of diode (Isd), 
series resistance (Rs), shunt resistance (Rsh), and diode ideality factors (n). 

In comparison to the SD model, the DD model needs recognition of more param-
eters (Iph, Isd1, Isd2, Rs, Rsh, n1, n2). To be precise, Isd1 and Isd2 are employed for 
representing the diffusion and saturation currents, respectively, while n1 and n2 corre-
spond to the ideal parameters for the diffusion diode and the recombination diode, 
respectively. The Photovoltaic module model, on the other hand, also contains five 
unknown parameters (Iph, Isd , Rs, Rsh, n) similar to the SD. The parameter ranges 
for different PV modules are clarified in Table 1.

3 Experimental Analysis 

The performance of QLESCA on solving this problem has been compared against two 
recent optimizers Sine Cosine Algorithm (SCA) [7, 8] and Arithmetic Optimization 
Algorithm (AOA) [9]. All algorithms configurations employed in the comparative 
analysis were maintained in accordance with their original specifications. Notably, 
each experiment was meticulously repeated 30 times to mitigate the influence of
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Table 1 Parameter ranges for various photovoltaic models 

Parameter SD/DD PV module 

Smallest value Highest value Smallest value Highest value 

Iph (A) 0 1 0 2 

Isd , Isd1, Isd2 (µA) 0 1 0 50 

Rs (Ω) 0 0.5 0 2 

Rsh (Ω) 0 100 0 2000 

n, n1, n2 1 2 1 50

stochastic variations on the results. It is important to emphasize that the maximum 
iteration count for this study was set at ten thousand. 

Table 2 provides a comprehensive summary of performance metrics, encom-
passing mean cost and standard deviation values, across all algorithms subjected 
to scrutiny. The findings unequivocally highlight the superior performance of the 
QLESCA algorithm when juxtaposed with its counterparts. Specifically, QLESCA 
consistently outperforms alternative algorithms. 

The data presented in Table 2 indicates that QLESCA achieved the most favor-
able performance with the lowest mean cost and standard deviation across all three 
problem domains, underscoring its efficacy in the realm of Photovoltaic Models 
design. SCA claimed the second position in performance, with AOA following suit. 
The optimal parameters for all three models were successfully estimated through the 
optimization techniques detailed in Tables 3, 4, and 5. 

To further elucidate this comparison, a comprehensive analysis was conducted by 
plotting the convergence curves of QLESCA in comparison to the other algorithms 
under evaluation. The convergence curves of QLESCA in contrast to SCA and AOA

Table 2 The average cost and standard deviation of QLESCA against other optimizers 

Algorithms QLESCA SCA AOA 

Avg Std Avg Std Avg Std 

Sole diode 0.00485 0.00257 0.06151 0.01404 0.14658 0.04842 

Dual diode 0.00632 0.00349 0.07203 0.04323 0.13168 0.05676 

Photovoltaic module 0.00417 0.00250 0.20645 0.09196 0.42836 0.02934 

Bold significance the best value corresponds to the smallest one 

Table 3 Selected parameters for SD model 

Algorithm Iph (A) Isd, (µA) Rs (Ω) Rsh (Ω) n 

QLESCA 0.7612 0 0.0338 62.9387 1.5454 

SCA 0.7495 0 0.0127 48.5540 1.5311 

AOA 0.7231 0 0.0095 69.9970 1.5509
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Table 4 Selected parameters for DD model 

Algorithm Iph (A) Isd1 (µA) Rs (Ω) Rsh (Ω) n1 Isd2 (µA) n2 

QLESCA 0.7639 0 0.0346 58.2529 1.6304 0 1.6908 

SCA 0.7471 0 0.0042 54.0233 1.5632 0 1.5074 

AOA 0.7113 0 0.0063 67.6931 1.4098 0 1.5798 

Table 5 Selected parameters for PV module 

Algorithm Iph (A) Isd, (µA) Rs (Ω) Rsh (Ω) n 

QLESCA 0.0010 0 0.0012 1.3378 0.0494 

SCA 1.2721 0 0.1401 402.2723 23.6314 

AOA 0.0008 0 0.0009 1.1459 0.0396

for the parameters related to the solar diode (SD), diffusion diode (DD), and module 
diode are presented in Figs. 2, 3, and 4, respectively. 

Fig. 2 The curve of 
convergence for QLESCA, 
SCA, and AOA in SD model
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Fig. 3 The curve of 
convergence for QLESCA, 
SCA, and AOA in DD model 

Fig. 4 The curve of 
convergence for QLESCA, 
SCA, and AOA in module 
diode 

4 Conclusion 

In this paper, the QLESCA optimizer was utilized to guess the constraints of various 
solar models and to solve these design problems in an efficient manner. Comprehen-
sive experiments were conducted on different solar systems (PV models), and the 
results demonstrate that QLESCA outperforms other optimizers. In future studies, we 
will investigate the QLESCA’s performance on more complex engineering problems 
and explore recent design problems related to PV models to provide comprehensive 
solutions for renewable resources. 
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Active Disturbance Rejection Control 
of Flexible Joint System 

Li Qiang and Nur Syazreen Ahmad 

Abstract This paper presents an ADRC controller designed for a single link manip-
ulator model, considering torsional vibrations in industrial robots. A fourth model 
is introduced to capture the complex dynamics. The ADRC successfully tracks 
desired trajectories despite non-linearity, uncertainties, and disturbances. Linear and 
nonlinear extended-state observers (ESOs) estimate and compensate for uncertain-
ties. The control law is derived from the ESO by configuring the observer gain. Simu-
lation results demonstrate the superior control performance of ADRC compared to 
PID, analyzing step and sinusoidal signals on the flexible joint system. 

Keywords Active disturbance rejection control · Extended state observer ·
Feedback control · Flexible joint system 

1 Introduction 

Robots’ technology has been widely used in manufacture, transportation and utilities 
[1, 2]. However, the complex behavior and high precision requirements of robotic 
applications pose significant challenges for researchers [3–8]. Robust control tech-
niques are necessary to meet the demands of robotic tasks [9]. In industrial settings, 
trajectory tracking control of robotic manipulators with joint flexibility is complex, 
particularly when fast response is needed. The mechanical structure of flexible joints, 
including gears, belts, tendons, bearings, and hydraulic lines, affects joint elasticity 
and adds complexity to the control dynamics. A detailed description of joint elas-
ticity is achieved by considering the link connected to a motor through a torsional

L. Qiang · N. S. Ahmad (B) 
School of Electrical and Electronic Engineering, Universiti Sains Malaysia, 14300 Nibong Tebal, 
Penang, Malaysia 
e-mail: syazreen@usm.my 

L. Qiang 
e-mail: liqiang@student.usm.my 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. S. Ahmad et al. (eds.), Proceedings of the 12th International Conference on 
Robotics, Vision, Signal Processing and Power Applications, Lecture Notes in Electrical 
Engineering 1123, https://doi.org/10.1007/978-981-99-9005-4_26 

207

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9005-4_26&domain=pdf
mailto:syazreen@usm.my
mailto:liqiang@student.usm.my
https://doi.org/10.1007/978-981-99-9005-4_26


208 L. Qiang and N. S. Ahmad

spring, resulting in a fourth model of joint flexibility. Compared to rigid joints, the 
plant order doubles, making precise control challenging [10]. 

In the literature, two main control approaches are commonly used for joint flexi-
bility: adaptive control and robust control [9, 11]. Adaptive control requires a known 
mathematical model with disturbance and time-varying parameters, allowing for 
controller adaptation through parameter estimation and updating. Robust controllers 
explicitly handle uncertainties without continuous adjustment of controller param-
eters. Ghorbel et al. [12] present adaptive control results for flexible joint manip-
ulators, showing that adaptive control for rigid robots can be extended to flexible 
joints by adding a correction term to dampen elastic oscillations. In [13], the robust-
ness of closed-loop systems is established under specific conditions, solving the 
dynamic trajectory tracking control problem of manipulators with flexible joints 
using only position measurements on the link and motor. Sliding mode control design 
in [14], requires information on uncertainty bounds and complete state vectors for 
implementation. 

While previous methods focus on mathematical models and control theories, 
developing a desired control system for practical applications can be challenging. 
Active disturbance rejection control (ADRC) has emerged as a paradigm shift in feed-
back control system design, combining experimental and systematic approaches to 
achieve a balance between experience and reasoning, particularly in control systems 
with uncertainties. Linear modularization ADRC has been applied to a 1-degree-
of-freedom manipulator to track desired motion, demonstrating significant improve-
ments by adding a module applicable to all observer-based controllers [15]. Linear 
ADRC has also been employed for trajectory tracking in a 2-degree-of-freedom rigid 
link manipulator, showing advantages over traditional PID controllers [16]. 

2 Methodology 

2.1 Models for Flexible Joint System 

The single-link manipulator with flexible joint operation will be considered as 
controlled plant. The FJS model consists of a dc motor, a linear torsional spring 
and joint. The motion equations from this system, can be written as 

I q̈1 + MgL sin(q1) + K (q1 − q2) = 0; J q̈2 − K (q1 − q2) = u 

q1 and q2 in equations show the angles of link and motor, respectively, I is the link 
inertia, J is the inertia of motor, K is the spring stiffness. The mass and length of 
link are symbolized as M and L accordingly. The system is a single input and single 
output system. Input torque u is input signal, q1 is output signal for tracking. If the 

state variables [x1x2x3x4] =
[
q1 

· 
q1 q2 q̇2

]
are chosen from the equations, then the 

nonlinear dynamics can be written in state space. The output of the system is y = x1.
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ẋ1 = x2; ẋ2 = −  
MgL 

I 
sin(x1) − 

K 

I 
(x1 − x3); ẋ3 = x4; ẋ4 = 

K 

I 
(x1 − x3) + 

1 

J 
u 

Theoretically, with the transformation of z = T (x) and nonlinear feedback u = 
(−a(z) + v)/b(z) with b(z) /= 0, the new state of system z and new input v satisfy 
a linear time invariant relation ż = Az + Bv. z = T (x) is selected as 

z1 = x1; z2 = x2; z3 = −  
MgL 

I 
sin(x1) − 

K 

I 
(x1 − x3); 

z4 = −  
MgL 

I 
cos(x1)x2 − 

K 

I 
(x2 − x4) 

State-space equations ż = Az + Bv can be obtained by operation of z = T (x). 

ż1 = z2; ż2 = z3; ż3 = z4; ż4 = a(z) + bu; y = z1 

a(z) = 
MgL 

I 
sin(z1)

(
z2 2 − 

K 

J

)
−

(
MgL 

I 
cos(z1

)
+ 

K 

J 
+ 

K 

I 
)z3; b = 

K 

I J  

A = [0 1  0 0; 0 0 1  0; 0 0 0 1; 0 0 0 0]; B = [0; 0; 0; 1] 

The control law u = 1 b (−a(z) + v) is deduced by state feedback, which establish 
the relationship between the states and new reference v. It’s  v = ż∗

4 + k1
(
z∗
1 − z1

) + 
k2

(
z∗
2 − z2

)+ k3
(
z∗
3 − z3

)+ k4
(
z∗
4 − z4

)
. where the link position, velocity, accelera-

tion, and jerk respectively can be symbolized by z1, z2, z3, z4, the asterisk variables 
represent the reference value of z1, z2, z3, z4. 

2.2 ADRC 

The ADRC methodology was firstly proposed and developed by Han in 1980s 
[17]. The control strategy is designed to reject the effects of disturbances in a 
control system. Generally, there are three components in ADRC. They are tracking 
differentiator (TD), the extended state observer (ESO), and ESO-based feedback 
control. 

The object of control allows the output of the system y(t) to track very closely a 
given reference signal r (t). Thus, to design a control law is essential. In consideration 
of the flexible joint system, a 4th order nonlinear system is introduced as follows 

z1 = z2; z2 = z3;z3 = z4; z4 = a(t, z1, z2, z3, w) + bu; y = z1 

where zi (i = 1 . . .  4) are four states of flexible joint system, w(t) is the disturbances 
and b is input gain. Let b = b0 + ∆b, where b0 is the best available estimates of b
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and∆b is its associated uncertainty to be determined as d a +∆bu and designating 
it as an extended virtual state z5 = d , and form an augmented state-space model, 
which is ultimately used to estimate and compensate for the lumped disturbance in 
the disturbance rejection process. The dynamics aforementioned can be rewritten 
in a state-space form as following, in which, h is the rate of change of uncertainty 
which is assumed to be an unknown but bounded function. 

ż1 = z2; ż2 = z3; ż3 = z4; ż4 = z5 + b0u; ż5 = h; y = z1 

The ESO are a series of functions which input signal are u and e1.It is designed 
as 

· 
ẑ1 = ẑ2 − β1g1(e1); 

· 
ẑ2 = ẑ3 − β2g2(e1); 

· 
ẑ3 = ẑ4 − β3g3(e1); 

· 
ẑ4 = ẑ5 − β4g4(e1) + b0u(t); 

· 
ẑ5 = −β5g5(e1); 

where e1 = ẑ1 − z1, gi (i = 1 . . .  5) are different functions. By selecting the appro-
priate function gi and observer gains βi , and the states ˙̂zi in observer are expected to 
approximately match the states z j ( j = 1 . . .  4) and the total disturbance a in physical 
plant. The extend state z5 is used for the estimating the total disturbance. 

3 Results and Discussion 

The parameters of the pant are listed as MgL = 10 N m, K = 100 N m/rad, I = 
1 kg  m2 , J = 1 kg  m2 . The plant model can be described with the extended order 
system in state-space as ż = Az + Bu + Eh, y = Cz. z = [z1z2z3z4z5] is the state 
vector of the extended -order system. 

The state-space model of LESO dynamics can be written as ˙̂z = Aẑ + Bu + 
LC

(
z − ẑ

)
where L = [β1β2β3β4β5]T is the observer gain vector. The poles of 

observer are configured at s1 = −43.2, s2 = −42, s3 = −42.5, s4 = −42.7, s5 = 
−41.1. The ESO and real plant have the same input signal u, which has a close rela-
tionship connection with reference signals r , the relationship between u and r consti-
tutes the control law. The observer gain obtained is L = [2121.8e47.6e51.6e71.4e8]. 
That is u = Ks

(
R − Ẑ

)
+ 1 

b0

(
ż∗
4 − ẑ5

)
. By placing the poles at (1 + τc/4)4 

with a time constant of τc = 0.35, we obtain ADRC controller feedback gains 
KS = [171.2 59.8 7.85 0.46]. The performance of ADRC is compared against PID 
control which is optimized using MATLAB. 

Simulations are conducted to evaluate two aspects of ADRC performance. Firstly, 
its ability to reject internal disturbances will be examined, and secondly, its superior 
control effectiveness will be compared to the traditional PID controller. To gain visual 
insights into control behavior under varying process parameters, a simulation was
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Fig. 1 Fixed ADRC controlling joint flexible process with varying load 

conducted with fixed ADRC parameters while adjusting the process model parameter 
MgL. The values ranged from the nominal value of 10–50 N m, representing a tenfold 
increase. The simulation results demonstrate that regardless of the variations in load 
torque, the joint’s output perfectly tracks the reference signal. Figure 1 illustrates the 
obtained results and the corresponding process parameter settings. 

To evaluate the performance of the ADRC controller, another simulation is 
conducted to compare its speed and accuracy with the PID controller. The simulation 
involves applying step and sinusoidal signals, selected manually using a switch in 
Simulink, with a duration of 50 s. Figure 2 illustrates the step responses of the flex-
ible joint system, comparing the ADRC and PID controllers. It is evident that ADRC 
outperforms PID in terms of static characteristics, reaching a stable state within 5 s, 
whereas PID requires nearly 40 s. Furthermore, minor variations are observed under 
PID control after the plant reaches stability. Figure 3 displays the sinusoidal responses 
with a frequency of 1 Hz and amplitude of 30°. The ADRC control strategy effec-
tively tracks the joint trajectory in real-time, while the PID control exhibits overshoot 
at the peak angle and lags behind the reference trajectory. In summary, the ADRC 
controller demonstrates superiority over the classical PID controller for the complex 
flexible joint system in terms of both static and dynamic characteristics.



212 L. Qiang and N. S. Ahmad

Fig. 2 Comparison of ADRC and PID under step responses 

Fig. 3 Comparison of ADRC and PID under sinusoidal responses 

4 Conclusion 

In this paper, the canonical form of the Flexible Joint System (FJS) is derived using a 
diffeomorphic coordinate transformation. The Active Disturbance Rejection Control 
(ADRC) technology is then applied to the model. One simulation demonstrates that 
ADRC can effectively reject disturbances even when the process parameters change, 
making it suitable for time-varying systems. Comparing it to the traditional PID 
controller, the simulation shows that ADRC achieves satisfactory tracking perfor-
mance in both step and sinusoidal responses. Therefore, ADRC proves to be robust 
and practical for applying to complex systems with high non-linearity, such as FJS.
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Research on Synchronous Control 
of Double-Cylinder Electro-Hydraulic 
Position Servo System Based on Active 
Disturbance Rejection Control 

Liu Lizhen, Li Qiang, and Nur Syazreen Ahmad 

Abstract The electro-hydraulic servo position synchronization control system of 
hydraulic cylinders is prone to internal and external interference, which results in the 
inconsistent positioning of the cylinders. To address this issue, a mathematical model 
of the hydraulic cylinder’s electro-hydraulic servo control system was developed 
based on a test platform that synchronizes both cylinders’ positions. The “equivalent 
+ master–slave” control mode was employed due to the drawbacks of “equivalent 
mode” and “master–slave mode” in engineering applications. An active disturbance 
rejection controller (ADRC) was designed, and a simulation model of synchronous 
active disturbance rejection control of both cylinders was created. The simulation 
results were compared to those of traditional PID control, revealing that the active 
disturbance rejection controller can more effectively enhance the system’s tracking 
performance and anti-interference capability while reducing the synchronization 
error. 

Keywords Electro-hydraulic servo · Position synchronization control · Equal + 
master–slave · Active disturbance rejection controller (ADRC) 

1 Introduction 

Electro-hydraulic servo control technology offers the advantages of simple struc-
ture, strong reliability, and high control accuracy, making it a crucial bridge 
connecting modern control technology and high-power engineering equipment [1]. 
Hydraulic synchronous drive technology based on electro-hydraulic servo control
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has been widely applied in heavy equipment, such as machine tools, construc-
tion machinery, and hydraulics. As aviation technology, automobile manufac-
turing, precision machine tools, and other advanced manufacturing technologies 
continue to evolve, higher requirements have been set for hydraulic cylinder posi-
tion synchronous control. The hydraulic cylinder position synchronization control 
system is affected by factors such as component installation precision, pipe fitting 
seal, friction damping, and load fluctuation, resulting in significant synchronization 
errors that reduce production efficiency. Therefore, it is of great practical significance 
to study and address this problem. 

The precision of hydraulic cylinder synchronization control is influenced by 
control strategies and algorithms, considering a specific hardware setup. Researchers 
have explored various approaches to improve position synchronization control [2, 
3]. For instance, one study enhanced the equivalent control mode by using a devia-
tion coupling control mode and a cloud model controller as a deviation compensator, 
effectively reducing synchronization errors. Another study in [4] proposed a master– 
slave PID control strategy that improved the precision of multi-cylinder synchroniza-
tion control by combining a cross-coupled fuzzy PID controller with a full decou-
pling compensation algorithm. However, the electro-hydraulic proportional position 
synchronous control system of hydraulic cylinders is a complex nonlinear and time-
varying system. Many existing algorithms require precise mathematical models and 
can be challenging to apply in industrial control settings [5, 6]. The traditional PID 
control algorithm, although simple, is based on a linear model and lacks robustness 
against interference, making it insufficient for high-performance requirements [7–9]. 
On the other hand, the active disturbance rejection controller (ADRC) is a nonlinear 
controller with strong resistance to interference and robustness, offering a straight-
forward implementation [10]. Therefore, it has gained popularity in modern engi-
neering applications. This paper adopts the “equal + master–slave” control strategy 
and designs an automatic disturbance rejection controller to simulate the hydraulic 
cylinder position synchronization control system. Compared to the traditional PID 
controller, this approach greatly improves synchronization precision, response speed, 
and anti-interference capabilities. 

2 Methodology 

Based on the theoretical analysis of the Hydraulic Cylinder Position Control System, 
the mathematical model of the system is derived according to the system structure and 
parameters. In this work, the system is modeled based on the test platform of electro-
hydraulic servo position synchronous control of two cylinders. The hydraulic control 
components are servo valves. Figure 1 shows the structure of the electro-hydraulic 
servo control system of two cylinders.

The system is composed of two identical valve control cylinder hydraulic circuits, 
so one of the circuits is taken as the research object in the modeling and analysis of 
the system.
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Fig. 1 Two side cylinder electro-hydraulic servo control system structure schematic

(1) Load balance equation of hydraulic cylinder 

m ÿ = PL A − B ẏ − FL (1) 

(2) Flow equation of hydraulic cylinder working chamber 

ṖL = 
4βe 

Vt 
(QL − A ẏ − Ct PL) (2) 

(3) Linear flow equation of servo valve 

QL = Kqxv − Kc PL (3) 

According to Eqs. (1)–(3), it can be obtained as below. 

y = 
Kq 

A xv − Kce 
A2

(
1 + Vt 

4βe Kce 
s
)
FL 

s
[

Vtm 
4βe A2 s2 +

(
Kcem 
A2 + BVt 

4βe A2

)
s + (

1 + BKce 
A2

)] (4) 

The simplified transfer function is as follows. 

y 

xv 
= 

KQ 

A 

s
[

1 
ω2 
n 
s2 + 2ξn 

ωn 
s + 1

] (5) 

Servo valves can be equivalent to proportional links. 

xv = Ksvi = KsvKeu (6)
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Fig. 2 Schematic diagram of “Equal + Master–slave” control mode 

2.1 Synchronous Control Strategy 

This paper proposes the control strategy of “equal+ master–slave”, and the schematic 
diagram is shown in Fig. 2. “Equal” means that the given signal is added to both 
hydraulic cylinders at the same time. “Master–slave” is based on the right hydraulic 
cylinder, and the difference of displacement of hydraulic cylinders on both sides acts 
on the left hydraulic cylinder as the input signal to make it follow the rapid change of 
displacement of the right hydraulic cylinder, so as to ensure that the system can obtain 
better dynamic and static quality in the process of position synchronous control. 

2.2 Active Disturbance Rejection Controller (ADRC) 

The active disturbance rejection controller consists of tracking differentiator (TD), 
extended state observer (ESO) and error nonlinear feedback control law (NLSEF) 
[6]. In this paper, a second-order active disturbance rejection controller is designed to 
control the electro-hydraulic servo position synchronous control system of hydraulic 
cylinder. Its structure is shown in Fig. 3.

(1) Tracking differentiator (TD)

{
v̇1 = v2 
v̇2 = f han(v1 − v, v2, r, h) 

(2) Extended state observer (ESO) 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

e = z − y 
ż1 = z2 − b01e 
ż2 = f1(t, z1, z2, w) + z3 − b02 f al(e, a1, d2) + b0u 
ż3 = −b03 f al(e, a2, d3)
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Fig. 3 Active disturbance rejection controller structure diagram

(3) Nonlinear feedback control law (NLSEF) 

⎧⎨ 

⎩ 

e1 = v1 − z1 
e2 = v2 − z2 
u0 = k1 f al(e1, a1, d1) + k2 f al(e2, a2, d2) 

3 Results and Discussions 

Based on the mathematical model of single-side cylinder position control system and 
the technical manual of the servo valve, the relevant parameters were determined, and 
the two-side cylinder position synchronization control system model was established 
in MATLAB, respectively using ADRC and PID for simulation research. 

When the displacement is a step signal, the step disturbance signal is added to 
the right cylinder at 15 s. When the ramp signal is given, the step disturbance signal 
is added to the right cylinder at 20 s. The simulation results of step input and ramp 
input are shown in Fig. 4. According to the simulation curve, tracking performance 
parameters and disturbance rejection performance parameters are obtained, as shown 
in Tables 1 and 2.

Upon comparing the simulation curves of the active disturbance rejection 
controller and PID controller, it is evident that the former exhibits superior perfor-
mance in the electro-hydraulic servo position synchronous control system of two 
cylinders. The active disturbance rejection controller achieves faster tracking of the 
given signal, attains stable values with reduced overshoot and shorter adjustment 
time, compared to the PID controller. Furthermore, the active disturbance rejection 
controller generates a smaller dynamic drop upon exposure to disturbance signals, 
which is accompanied by a shorter recovery time, thereby facilitating better interfer-
ence suppression and reduction of the impact of interference signals on the synchro-
nization control accuracy of both cylinder positions. Hence, it can be inferred that
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(a) step input                                           (b) ramp input 

Fig. 4 Simulation curves of ADRC and PID 

Table 1 Simulation curve parameters of step input 

Controller tr /s Mp/% ts /s �Cmax/% tV /s Maximum synchro error/mm 

ADRC PID 0.53 4.98 2.04 2.16 1.72 0.4322 

0.53 10.7 8.47 4.45 6.31 0.5836 

Table 2 Simulation curve parameters of ramp input 

Controller Tracking error/mm Mp/% ts /s �Cmax/% tV /s Maximum synchro 
error/mm 

ADRC PID 0.80–0.82 3.39 8.33 2.30 2.1 0.4325 

1.06–1.07 4.25 9.98 3.22 3.89 0.4328

the active disturbance rejection controller improves the synchronization control accu-
racy of the system with its stronger anti-interference ability and superior tracking 
performance. 

4 Conclusion 

Based on an experimental platform for electro-hydraulic servo position synchroniza-
tion control of two cylinders, this paper establishes a mathematical model of the posi-
tion synchronization control system. Adopting the “equal + master–slave” control 
strategy, an active disturbance rejection controller is designed and implemented in 
MATLAB simulations. Comparing the results with those of a PID controller, it is 
evident that the active disturbance rejection control algorithm provides numerous 
advantages in hydraulic cylinder electro-hydraulic servo position synchronization 
control. The overshoot is smaller, the adjustment time is shorter, synchronization
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control precision is higher, and anti-interference ability is stronger, providing a theo-
retical foundation for the practical application of active disturbance rejection control 
technology in hydraulic cylinder electro-hydraulic servo position synchronization 
control systems in the future. 

Funding Science and Technology Research Project of Colleges and Universities in Hebei 
Province, China (ZC2021007). 
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Passivity-Based Control 
of Underactuated Rotary Inverted 
Pendulum System 

Minh-Tai Vo, Van-Dong-Hai Nguyen, Hoai-Nghia Duong, 
and Vinh-Hao Nguyen 

Abstract This paper presents a feedback passivation control scheme, which named 
passivity-based controller (for short, PBC) for rotational inverted pendulum (for 
short, RIP), an under-actuated mechanical system which is nonlinear and unstable. 
Previous studies developed PBC by using one of two existing methods, which include 
choice of output and feedback passivation. The motivation of this paper is to develop 
PBC by combining choice of output and feedback passivation. The plant and PBC 
method are modeled and analyzed in MATLAB/Simulink environment. The end of 
this work presents a number of simulations regarding stabilization control of RIP 
by PBC. Theoretical analyses and validation results is provided to demonstrate the 
effectiveness and robustness of PBC. 

Keywords Passivity-based control · Feedback passivation control scheme ·
Rotational inverted pendulum · PBC · Stabilization 

1 Introduction 

RIP plays a vital class of nonlinear systems. Many research papers have applied to 
this system to evaluate control algorithms such as linear quadratic regulator (LQR) 
controller combined with Neural Network (NN) for fast stabilizing [ 1], design of 

M.-T. Vo (B) · V.-H. Nguyen 
Ho Chi Minh City University of Technology, VNU-HCM, Ho Chi Minh City, Vietnam 
e-mail: vmtai.sdh212@hcmut.edu.vn 

V.-H. Nguyen 
e-mail: vinhhao@hcmut.edu.vn 

V.-D.-H. Nguyen 
Ho Chi Minh City University of Technology and Education, Ho Chi Minh City, Vietnam 
e-mail: hainvd@hcmute.edu.vn 

H.-N. Duong 
Eastern International University, Thu Dau Mot City, Binh Duong Province, Vietnam 
e-mail: nghia.duong@eiu.edu.vn 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. S. Ahmad et al. (eds.), Proceedings of the 12th International Conference on 
Robotics, Vision, Signal Processing and Power Applications, Lecture Notes in Electrical 
Engineering 1123, https://doi.org/10.1007/978-981-99-9005-4_28 

223

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9005-4_28&domain=pdf
vmtai.sdh212@hcmut.edu.vn
 854
45702 a 854 45702 a
 
mailto:vmtai.sdh212@hcmut.edu.vn
vinhhao@hcmut.edu.vn
 854 48580 a 854 48580 a
 
mailto:vinhhao@hcmut.edu.vn
hainvd@hcmute.edu.vn
 854 52565 a 854 52565 a
 
mailto:hainvd@hcmute.edu.vn
nghia.duong@eiu.edu.vn
 854 56550 a 854 56550
a
 
mailto:nghia.duong@eiu.edu.vn
https://doi.org/10.1007/978-981-99-9005-4_28
https://doi.org/10.1007/978-981-99-9005-4_28
https://doi.org/10.1007/978-981-99-9005-4_28
https://doi.org/10.1007/978-981-99-9005-4_28
https://doi.org/10.1007/978-981-99-9005-4_28
https://doi.org/10.1007/978-981-99-9005-4_28
https://doi.org/10.1007/978-981-99-9005-4_28
https://doi.org/10.1007/978-981-99-9005-4_28
https://doi.org/10.1007/978-981-99-9005-4_28
https://doi.org/10.1007/978-981-99-9005-4_28
https://doi.org/10.1007/978-981-99-9005-4_28


224 M.-T. Vo et al.

robust control scheme based on optimal algorithm for RIP with unmatched uncer-
tainty [ 2], etc. PBC is a methodology that casts the control problems as a search 
for an interconnection pattern among subsystems such that the overall dynamics 
exhibits passivity properties, which help infer stability [ 3]. Accordingly, an applica-
tion of PBC method is studied in many scientific articles such as research on PBC 
for under-actuated system with Coulomb friction and applying that to earthquake 
prevention [ 4], and so on. 

In particular, the objective of this manuscript is summarized as follows: designing 
of PBC scheme by combining two ways including choice of output and feedback 
passivation for the under-actuated RIP system. This is main contribution of this paper. 

2 Rotary Inverted Pendulum Model 

2.1 Dynamic Model 

Schematic of representation of RIP is given in Fig. 1 
The motion equations of above system can be obtained by applying the Euler-

Lagrange formulation in Eq. (1): [ 5] 

. M(θ)θ̈ + C(θ, θ̇ ) + G(θ) =
[

τ

0

]

M(θ) =
[
Jr + mL2

r + mL2
p sin

2 θ2 −mLr L p cos θ2
−mLr L p cos θ2 Jp + mL2

p

]

C(θ, θ̇ ) =
[
Br + 1

2mL2
p θ̇2 sin 2θ2 mLr L p θ̇2 sin θ2 + 1

2mL2
p θ̇1 sin 2θ2

− 1
2mL2

p θ̇1 sin 2θ2 Bp

]

G(θ) =
[

0
mgL p sin θ2

]
(1) 

where .M(θ) is inertia matrix, .C(θ, θ̇ ) contains centrifugal/Coriolis terms and . G(θ)

is the vector of gravitational forces. 

Fig. 1 RIP model
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Table 1 Modeling parameters 

Symbol Description 

m A weight for pendulum (kg) 

.Lp A length for pendulum (m) 

.Jp Inertial moment of pendulum (kg m. 2) 

.Lr Length of arm (m) 

.Jr Inertial moment of arm (kg m. 2) 

g Gravitation acceleration (m/s. 2) 

.Br Friction of arm (kg m. 2/s) 

.Bp Friction of pendulum (kg m. 2/s) 

Note that.M(θ) is symmetric matrix and.det(M(θ)) > 0. Therefore, Property 1 is 
given as follows: 

Property 1 .M(θ) is symmetric matrix, positive definition .∀ θ : 

.M(θ) = M(θ)T (2) 

From Eq. (1), we have Property 2 as follows: 

Property 2 .N = Ṁ(θ) − 2C(θ, θ̇ ) is skew symmetric matrix 

.θ̇ T N (θ, θ̇ )θ = 0. (3) 

for any (.n × 1) vector with .NT = −N or .NT + N = 0. Property of skew-symmetric 
matrix is used in establishing the passivity property of RIP. 

Modeling parameters of RIP system is provided in Table 1. 

2.2 Passivity of RIP System 

In this subsection, passivity of RIP is delivered. Storage function of RIP is defined 
by: 

. E(θ, θ̇ ) = 1

2
θ̇T M(θ)θ̇ + 1

2
mgL2(1 + cos θ2) (4) 

where .
1
2mgL2(1 + cos θ2) is potential energy. 

Taking derivative of .E(θ, θ̇ ) with respect to . t , we obtain 

.Ė(θ, θ̇ ) = θ̇T τ (5)



226 M.-T. Vo et al.

Integrating both sides of Eq. (5), we obtain (18): 

.

t 
0

θ̇ T τdt = E(t) − E(0) (6) 

Accordingly, RIP is passive between control input . τ and output . θ̇ . When .τ = 0, 
RIP in Eq.  (1) has two operation points, include .(θ1, θ̇1, θ2, θ̇2) = (0, 0, π, 0) cor-
responding to the downward vertical pendulum position, is stable equilibrium posi-
tion. For the left position .(θ1, θ̇1, θ2, θ̇2) = (0, 0, 0, 0) corresponding to the upright 
vertical pendulum position, is unstable equilibrium position. Total energy of RIP is 
different between two operation points. At.(θ1, θ̇1, θ2, θ̇2) = (0, 0, π, 0), total energy 
of RIP is .E(θ) = 0, and.E(θ) = 21

2mgL2 for position.(θ1, θ̇1, θ2, θ̇2) = (0, 0, 0, 0). 
The control objective is to stabilize the system at vertical upright position. 

3 Controller Implementation 

3.1 Feedback Passivation [ 6] 

Stabilizing RIP at .θ = θd , we set  

.q = θ − θd; q̇ = θ̇ (7) 

The dynamics equations (1) become 

.M(θ)q̈ + C(θ, θ̇ )q̇ + G(θ) =
[

τ

0

]
(8) 

Feedback passivation control law is defined by 

.τ = u1 = G(θ) − φp(q) + e (9) 

where . φp(0) = 0, qTφp(q) > ∀q /= 0
Based on Eqs. (7), (8) and (9), equations of motion obtained are expressed in 

Eq. (10) 

.M(θ)q̈ + C(θ, θ̇ )q̇ + φp(q) =
[
e
0

]
(10) 

Storage function .E1 is selected as follows: 

.E1 = 1

2
q̇T M(θ)q̇ +

q 
0

φp(ψ)dψ (11)
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Time derivation of selected storage function .E1 in Eq. (11) becomes 

.Ė1 = 1

2
q̇T Nq̇ − q̇Tφp(q) + q̇T e + φT

p (q)q̇ ≤ q̇T e (12) 

RIP system is output strictly passive with.y = q̇ . In order to guarantee the system 
is zero-state observable, the new control input must be zero, i.e. . e = 0

.q̇(t) ≡ 0 ⇒ q̈(t) ≡ 0 ⇒ φp(q(t)) ≡ 0 ⇒ q(t) ≡ 0 (13) 

The passive control law is defined by 

.e = −φd(q̇) (14) 

where . φd(0) = 0, q̇Tφd(q̇) > 0 ∀q̇ /= 0
Control law of feedback control based on PBC is given by 

.u1 = G(θ) − φp(q) − φd(q̇) (15) 

We select .φp(q) = kpq and .φd(q) = kdq̇ where .kp, kd are symmetric matrices 
and positive definition, .kTp > 0, . kTd > 0

3.2 Choice of Output [ 6] 

Storage function .E2 is selected as follows: 

.E2 = 1

2
(θ2

1 + θ̇2
1 + θ2

2 + θ̇2
2 ) (16) 

is positive definite on .Rn and radially unbounded. The following conditions are 
satisfied: Lie derivation of selected storage function .E2 in Eq. (16) becomes 

.L f E2  0, LgE2 = hT (x) (17) 

where .L f E2 = (∂E2/∂x) f (x), LgE2 = (∂E2/∂x)g(x). 
The defined outputs of the system are chosen as follows: 

.y = h(x) = LgE2 (18) 

Control law is defined as follows: 

.u2 = −φ(y), ∀φ (19)
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such that .φ(0) = 0 and .yφ(y) > 0 for .y /= 0. Therefore .φ(y) can be expressed by 

.φ(y) = κLgE2 (20) 

where . κ > 0
Substituting Eq. (20) into Eq. (19) results in 

.u2 = −κLgE2 (21) 

3.3 Passivity-Based Control Scheme 

The control law is defined by combining control law of choice of output and feedback 
passivation from Eqs. (15) and (21) 

.τ = u1 + u2 = G(θ) − kpq − kdq̇ − κLgE2 (22) 

The value of controller parameters are: .kp1 = 29.73, .kd1 = 19.74, .kp2 = 99.54, 
.kd2 = 0.08, .κ = 1.9, .θd1 = 0, .θd2 = 0. 

4 Validation 

In Fig. 2, the performance of RIP with PBC in period time of simulation 5 s. Value 
of system parameters: .m = 0.027 (kg), .L p = 0.328 (m), .Jp = 0.0046617 (kg m2), 
.Lr = 0.205 (m), .Jr = 0.0019 (kg m2), .Br = 0.025 (kg m2/s), . Bp = 0.0017 (kg
m2/s), .g = 9.81 (m/s2). Beginning at the original point .0 (rad), after 4 s, angular 
position of arm .θ1 is back to the 0 rad. Angular position of pendulum .θ2 is back to 
equilibrium point after 4 s. Angular velocities of arm.θ̇1 and pendulum.θ̇2 are depicted 
in the second and fourth graph of this figure. Control input. τ is also drawn in the last 
graph. 

5 Conclusion 

In this manuscript, PBC law for the RIP was designed, tested on simulation. Through 
simulation, PBC method guarantees close-loop system to be asymptotically stable 
at upright position when arm is at zero position and other constant value positions. 
PBC is demonstrated to be successful and effectiveness. Result of controller has been 
plotted and discussed. The future research for this topic is passivity-based sliding 
mode control scheme.
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Fig. 2 State responses and control input of RIP with PBC 

Acknowledgements We acknowledge the support of time and facilities from Ho Chi Minh City 
University of Technology (HCMUT), Vietnam National University, Ho Chi Minh City (VNU-HCM) 
for this study. 

References 

1. Nghi HV, Nhien DP, Nguyet NTM, Duc NT, Luu NP, Thanh PS, Ba DX (2021) A LQR-based 
neural-network controller for fast stabilizing rotary inverted pendulum. In: 2021 international 
conference on system science and engineering (ICSSE), Aug 2021, pp 19-22. https://doi.org/ 
10.1109/ICSSE52999.2021.9537940

https://doi.org/10.1109/ICSSE52999.2021.9537940
https://doi.org/10.1109/ICSSE52999.2021.9537940
https://doi.org/10.1109/ICSSE52999.2021.9537940
https://doi.org/10.1109/ICSSE52999.2021.9537940
https://doi.org/10.1109/ICSSE52999.2021.9537940
https://doi.org/10.1109/ICSSE52999.2021.9537940
https://doi.org/10.1109/ICSSE52999.2021.9537940
https://doi.org/10.1109/ICSSE52999.2021.9537940


230 M.-T. Vo et al.

2. Pandey A, Adhyaru DM (2023) Robust control design for rotary inverted pendulum with 
unmatched uncertainty. Int J Dynam Control 11:1166–1177. https://doi.org/10.1007/s40435-
022-01047-8 

3. Ashenafi NA, Sirichotiyakul W, Satici AC (2022) Robust passivity-based control of under-
actuated systems via neural approximators and Bayesian inference. IEEE Control Syst Lett 
6:3457–3462. https://doi.org/10.1109/LCSYS.2022.3184756 

4. Gutierrez-Oribio D, Stefanou I, Plestan F (2022) Passivity-based control of underactuated 
mechanical systems with coulomb friction: application to earthquake prevention. ArXiv preprint 
arXiv:2207.07181. https://doi.org/10.48550/arXiv.2207.07181 

5. Yang X, Zheng X (2018) Swing-up and stabilization control design for an underactuated rotary 
inverted pendulum system: theory and experiments. IEEE Trans Ind Electron 65(9):7229–7238. 
https://doi.org/10.1109/TIE.2018.2793214 

6. Ortega R, Perez JAL, Nicklasson PJ, Sira-Ramirez HJ (2013) Passivity-based control of Euler-
Lagrange systems: mechanical, electrical and electromechanical applications. Springer Science 
and Business Media

https://doi.org/10.1007/s40435-022-01047-8
https://doi.org/10.1007/s40435-022-01047-8
https://doi.org/10.1007/s40435-022-01047-8
https://doi.org/10.1007/s40435-022-01047-8
https://doi.org/10.1007/s40435-022-01047-8
https://doi.org/10.1007/s40435-022-01047-8
https://doi.org/10.1007/s40435-022-01047-8
https://doi.org/10.1007/s40435-022-01047-8
https://doi.org/10.1007/s40435-022-01047-8
https://doi.org/10.1109/LCSYS.2022.3184756
https://doi.org/10.1109/LCSYS.2022.3184756
https://doi.org/10.1109/LCSYS.2022.3184756
https://doi.org/10.1109/LCSYS.2022.3184756
https://doi.org/10.1109/LCSYS.2022.3184756
https://doi.org/10.1109/LCSYS.2022.3184756
https://doi.org/10.1109/LCSYS.2022.3184756
https://doi.org/10.1109/LCSYS.2022.3184756
arXiv:2207.07181
 -788 8275 a -788 8275 a
 
http://arxiv.org/abs/2207.07181
https://doi.org/10.48550/arXiv.2207.07181
https://doi.org/10.48550/arXiv.2207.07181
https://doi.org/10.48550/arXiv.2207.07181
https://doi.org/10.48550/arXiv.2207.07181
https://doi.org/10.48550/arXiv.2207.07181
https://doi.org/10.48550/arXiv.2207.07181
https://doi.org/10.48550/arXiv.2207.07181
https://doi.org/10.48550/arXiv.2207.07181
https://doi.org/10.1109/TIE.2018.2793214
https://doi.org/10.1109/TIE.2018.2793214
https://doi.org/10.1109/TIE.2018.2793214
https://doi.org/10.1109/TIE.2018.2793214
https://doi.org/10.1109/TIE.2018.2793214
https://doi.org/10.1109/TIE.2018.2793214
https://doi.org/10.1109/TIE.2018.2793214
https://doi.org/10.1109/TIE.2018.2793214


Comparative Analysis of Data-Driven 
Models for DC Motors with Varying 
Payloads 

Helen Shin Huey Wee and Nur Syazreen Ahmad 

Abstract DC motors are widely used in various industrial applications, and accu-
rately predicting their performance under different payload conditions is crucial for 
optimal control and efficient system design. In recent years, data-driven modeling 
techniques have gained significant attention as effective tools for capturing the 
complex dynamics of DC motors. This study conducts a comparative assessment 
of diverse data-driven models applied to DC motors operating under different load 
conditions. A number of model structures have been tested which include continuous-
time transfer function, discrete-time transfer function, and Auto-Regressive with 
eXogenous input (ARX). Results reveal that the ARX and second-order continuous 
time transfer function models outperform the rest with accuracies of at least 94%. 

Keywords DC motors · Payloads · System identification · Transfer function 
model · ARX 

1 Introduction 

DC motors are widely used in various industries for their simplicity, reliability, and 
controllability [1]. These motors are employed in numerous applications, ranging 
from robotics [2–6] and industrial automation to electric vehicles and aerospace 
systems [7]. Numerous factors can impact the operational efficiency of a DC motor, 
with one such factor being the payload or load that it is tasked with transporting 
[8]. Understanding the behavior of DC motors under varying payload conditions is 
crucial for optimizing their operation and ensuring efficient performance.
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In recent years, there has been a substantial surge in interest towards data-driven 
models, particularly in the realm of analyzing and predicting the behavior of intricate 
systems, such as DC motors [9]. These models utilize data collected from sensors and 
other sources to build mathematical representations of the system’s dynamics [10, 
11]. By training on historical data, data-driven models can capture the relationships 
between input variables, such as motor voltage and current, and output variables, such 
as motor speed and torque [12]. Consequently, these models can provide valuable 
insights into the performance of DC motors under different operating conditions. 

Several studies have investigated the comparative analysis of data-driven models 
for DC motors with varying payloads. In [13], the Simscape electronic systems in 
MATLAB/SIMULINK is utilized to simulate the behavior of a real DC motor and 
obtain input voltage and output speed data. In their work, a nonlinear autoregressive 
with exogenous input (NARX) neural network is proposed to model the DC motor. 
While the simulation results demonstrate the effectiveness of the proposed technique, 
constructing a suitable controller for such a model can be challenging due to the 
presence of nonlinearity [14–16]. 

In this study, the focus is on modeling DC motors where the data is obtained 
from real-time experiments. A comparative analysis is conducted to evaluate various 
models for DC motors under different payload conditions. The models considered 
include continuous-time transfer function, discrete-time transfer function, and Auto-
Regressive with eXogenous input (ARX). Results indicate that the ARX model 
and the second-order continuous-time transfer function model outperform the other 
models, achieving accuracies of at least 94%. 

2 Methodology 

2.1 Model Structure 

The ARX configuration demonstrates how the input effects u(t) influence the output 
y(t). The representation of the ARX model is as follows: 

y(t) = a1y(t − 1) −  · · ·  ana y(t − na) + b1u(t − 1 − nk) +  · · ·  
+ bnbu(t − nb − nk) + e(t) (1) 

where e(t) denotes the assumed Gaussian noise, while ana and bnb represent the 
parameters of the model. Here, na and nb specify the degrees of the polynomials for 
the output A(q) and the input B(q) respectively. Additionally, nk signifies the time 
delay between u(t) and y(t). The polynomial portrayal of Eq. (1) can be formulated 
as follows: 

A(q)y(t) = B(q)u(t − nk) + e(t) (2)
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where A(q) and B(q) are given by: 

A(q) = 1 + a1q−1 +  · · ·  +  ana q−na , B(q) = b1q−1−nk +  · · ·  +  bnbq−nb−nk (3) 

The term q−1 denotes the delay operator, i.e. u(t − 1) = q−1u(t). In continuous 
time setting, the first-order and second-order transfer functions that are used to model 
the DC motor are described as follows: 

G1st−order (s) = 
b0 

s + a0 
, G2nd−order (s) = b0 

s2 + a1s + a0 
(4) 

where a0, a1, b0 > 0. In discrete-time setting, the structures can be simply written 
as 

G1st−order (z) = 
b0 + b1z−1 

1 + a1z−1 
, G2nd−order (z) = 

b0 + b1z−1 + b2z−2 

1 + a1z−1 + a2z−2 
(5) 

2.2 Design of Experiment 

To collect data, a DC motor is connected to a mobile robot platform that carries a 
load. The load is measured by a load sensor, and its range is from 0.001 to 1.1 kg. 
The motor’s PWM is adjusted for each trial, and the motor speed and load measure-
ments are transmitted wirelessly to a PC through Bluetooth for later analysis. After 
collecting the data, it is partitioned into two subsets: an estimation set and a valida-
tion set. The estimation set is employed for the optimization of model parameters, 
whereas the validation set is used to objectively assess the practical performance. 
Before the estimation stage, a moving average filtering technique is employed. This 
filtering process reduced the impact of high-frequency measurement noise, allowing 
the identification process to focus on the desired frequency range. 

3 Results and Discussion 

The percentage fitness to estimation data was obtained from MATLAB simulation. 
Table 1 presents the percentage fitness results for first-order and second-order models 
with both discrete and continuous transfer functions, under various load conditions. 
Similarly, Table 2 displays the results for the ARX model. The load conditions include 
four different load weights: 0.0001 kg (L1), 0.4 kg (L2), 0.8 kg (L3), and 1.1 kg (L4).

Upon observation, it is evident that the ARX model exhibits superior performance 
in terms of percentage fitness to the estimation data. Specifically, for load weights 
L1 (0.0001 kg) and L2 (0.4 kg), the best fitness is achieved with an order of [2 1
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Table 1 Percentage fit to estimation data of first and second order transfer function 

Percentage fitness to estimation data (%) 

Load weight (kg) Discrete transfer function Continuous transfer function 

First order Second order First order Second order 

L1 (0.0001) 83.01 66.6 82.28 95.69 

L2 (0.4) 64.96 65.98 65.31 95.42 

L3 (0.8) 69.82 70.17 69.93 79.81 

L4 (1.1) 70.71 62.09 69.25 94.32 

Table 2 Percentage fit to estimation data of ARX model 

Percentage fitness to estimation data (%) 

ARX model order Load weight (kg) 

L1 (0.0001) L2 (0.4) L3 (0.8) L4 (1.1) 

[1 0 0] 92.17 91.35 91.03 91.41 

[1 0 1] 92.17 91.35 97.89 91.41 

[1 1 0] 94.21 92.56 98.59 92.74 

[1 1 1] 92.82 91.79 98.63 91.77 

[2 0 0] 98.31 97.82 98.01 97.73 

[2 0 1] 98.31 97.82 98.01 97.73 

[2 1 0] 99.59 97.84 98.02 97.73 

[2 1 1] 98.34 97.82 98.01 97.75

0], reaching 99.59% and 97.84%, respectively. For L3 (0.8 kg), the best fitness is 
achieved with an order of [1 1 0], resulting in a fitness of 98.59%, while for L4 
(1.1 kg), the best fitness is achieved with an order of [2 1 1], which amounts to 
97.75%. In terms of the transfer function model, the second-order continuous-time 
transfer function model demonstrates good fitness above 90% for L1, L2, and L3, 
with fitness values of 95.69%, 95.42%, and 94.32%, respectively, except for L3, 
which achieves a fitness of 79.81%. On the other hand, the ARX model with an 
order of [1 0 0] exhibits the poorest fitness to the estimation data across all four load 
conditions. Figure 1 illustrates the model output of the best fit in comparison to the 
validation data under various load conditions.

The validation data is represented by a black line, while the colored line represents 
the best fit model for each load condition. For load weights L1 (0.001 kg) and L2 
(0.4 kg), the ARX model with an order of [2 1 0] exhibits the closest match to the 
validation data. Similarly, for L3 (0.8 kg), the best fit model in comparison to the 
validation data is the ARX model with an order of [1 1 0]. As for L4 (1.1 kg), the 
best fit is achieved with the ARX model at order [2 1 1]. Equations (10), (11), (12), 
and (13) show the model parameters that yield the highest percentage fitness to the 
estimation data for the different load weights of L1, L2, L3, and L4, respectively.
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Fig. 1 Model output of best fit compared to validation data at various load conditions

The ARX model demonstrated effectiveness in estimation due to its ability to 
solve linear regression equations in analytical form, thereby minimizing the loss 
function. On the other hand, the transfer function model, which was simulated in 
both continuous time and discrete time for first and second-order systems, provided 
a mathematical representation of the overall system and its components. However, 
the results indicated that the transfer function model did not align well with the 
estimation data compared to the ARX model. The advantage of the transfer function 
model lies in transforming complex differential and integral equations into simpler 
algebraic equations. However, it is limited to linear systems, which represents a 
fundamental drawback of transfer functions.

(
1 − 0.3979z−1 + 0.02748z−2

)
y(t) = 0.1041u(t) + 1

(
1 − z−1

)e(t) (6)

(
1 − 1.93z−1 + 0.9448z−2)y(t) = 0.001475u(t) + e(t) (7)

(
1 − 0.6843z−1)y(t) = 0.0573u(t) + 1

(
1 − z−1

)e(t) (8)
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(
1 − 1.997z−1 + 0.9939z−2

)
y(t) = (−0.001837z−1

)
u(t) + e(t) 

4 Conclusion 

In conclusion, the ARX and second-order continuous time transfer function structures 
can accurately describe the DC motor model when subject to varying payloads. These 
findings emphasize the potential of data-driven modeling techniques in accurately 
characterizing the behavior of DC motors and can contribute to optimal control 
strategies and efficient system design. Further research and development in this area 
could lead to improved performance prediction and control of DC motors in industrial 
applications. 
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Development and Control 
of Underactuated Parallel Rotary Double 
Inverted Pendulum System 

Minh-Tai Vo, Minh-Duy Vo, Van-Dat Nguyen, Van-Dong-Hai Nguyen, 
Minh-Duc Tran, Hoai-Nghia Duong, and Thanh T. Tran 

Abstract The Parallel Rotational Double Inverted Pendulum System (PRDIP) is a 
new model in the pendulum family. And there are not many articles that propose 
and research this model at the moment. One of the interesting features of the PRDIP 
system is the presence of an underactuated link, which makes it challenging to control 
the system. This type of system has received increasing attention from researchers in 
recent years due to its applicability in many areas, such as robotics and control. This 
model is built by adding one more link parallel to the former link, which is placed at 
the ends of the arm. Because of the complexity of PRDIP, this model has not been 
widely proposed and investigated in both simulation and experiments. Therefore, this 
research is going to concentrate on investigating the PRDIP system and deploying 
Linear Quadratic Regular (LQR) algorithm in simulation and experiments for this 
system. The LQR controller is responsible for controlling and maintaining an arm and 
two pendulums, which work around the work points. Particularly, the working points
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of the two pendulums are totally different. The long pendulum will be controlled 
around the upward upright position, the short pendulum will be controlled around the 
downward upright position, and the arm will be controlled in a particular position. 
The result of this research shows that the LQR algorithm has been successfully 
deployed for the PRDIP system. 

Keywords Parallel rotational double inverted pendulum · PRDIP · Hardware ·
MATLAB® · Solidworks 

1 Introduction 

The Parallel Rotational Double Inverted Pendulum (PRDIP) is proposed, which is 
not a popular model in teaching and research due to its flexibility. PRDIP is a type of 
system known as a single input-multiple output and is characterized by nonlinearity 
and instability. This model is considered to be the most flexible in the pendulum 
family. As a result, there are not many articles available on PRDIP currently. To 
construct PRDIP, an additional parallel link is attached to the end of the arm, and 
both pendulums are opposite each other. This approach contrasts with building the 
Serial Rotational Double Inverted Pendulum (SRDIP), which is implemented by 
adding another serial link to an existing link [1–3]. Due to the difference in length 
between the two parallel pendulums in PRDIP, the rotation of the arm has a varying 
effect on each pendulum. The shorter pendulum is particularly reactive and prone to 
dropping quickly. As a result, controlling and simulating this system is a big challenge 
for every researcher. So far, only a few studies have been conducted on PRDIP in 
order to identify its dynamic equation and investigate its stability [4, 5]. And many 
researchers just investigate this model by examining control theory algorithms in 
simulations. Some algorithms are implemented on PRDIP such as, LQR controller 
[6, 7], etc. In this research, the authors will focus on researching both simulation and 
experiment. The LQR controller is used to deploy on this system, and this controller 
is responsible for controlling and maintaining an arm and two pendulums, which 
work around the working point. The longer pendulum will be controlled around the 
upward upright position, while the shorter pendulum will be controlled around the 
downward upright position, and the arm will be controlled in a particular position.
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2 Mathematical Equation of Rotary Double Parallel 
Inverted Pendulum 

2.1 Mathematical Equation 

The physical structure of PRDIP consists of a metal frame, an arm of length L (m), 
and two pendulums of length lg1 (m) and lg2 (m). Mass of pendulum one is denoted 
as m1 (kg), and mass of pendulum two is denoted as m2 (kg). Inertia of arm (kg m2), 
pendulums one (kg m2), and two (kg m2) are denoted as J0, J1, J2, respectively. 
Symbol g represents for gravity constant (m/s2). The two pendulums are connected 
to the arm via two encoders. This system is operated by DC servo motor through 
the arm. The operating direction of the system is shown in Fig. 1. In, the angle of 
arm is denoted by ∅ (rad) and the angle of two pendulums (lg1, lg2) are respectively 
denoted by θ1, θ2 (rad) (Table 1; Fig.  2). 

As stated in reference [1], the dynamical equation of this system is computed and 
written in the form of an equation of state as follows: 

⎡ 

⎣ 
Z1 X1 V1 

Z2 X2 V2 

Z3 X3 V3 

⎤ 

⎦ 

⎡ 

⎣ 
φ̈ 
θ̈1 

θ̈′′2 

⎤ 

⎦ + 

⎡ 

⎣ 
K1 

K2 

K3 

⎤ 

⎦ = 
Kt 

Rm 

⎡ 

⎣ 
Vin  

0 
0 

⎤ 

⎦ (1)

Fig. 1 PRDIP model 

Table 1 The parameters of 
system

Parameter Pendulum 1 Pendulum 2 Arm 

mi 0.059 (Kg) 0.127 (Kg) na 

lgi 0.038 (m) 0.0.082 (m) na 

L na na 0.51 (m) 

Ji 0.00267(kg m2) 0.00137(kg m2) na 

J0 na na 0.75(kg m2) 

Ci 1.526 × 10–4 4.693 × 10–4 na 

C0 na na 4.978
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Fig. 2 The real-time 
experimental setup

where 

Z1 = J0 + m1l
2 
g1 sin

2 θ1 + m1L
2 + m2l

2 
g2 sin

2 θ2 + m2L
2 (2) 

X1 = −m1Llg1 cos θ1; V1 = −m2Llg2 cos θ 2 (3) 

K1 = m1l
2 
g1 θ̇1 φ̇ sin(2θ1) + m1lg1L θ̇ 2 1 sin θ1 + c0 φ̇ 

+ m2l
2 
g2 θ̇2 φ̇ sin(2θ2) + (c0 + 

Kt Kb 

Rm 
) ̇φ (4) 

Z2 = −m1Llg1 cos θ1; X2 = J1 + m1l
2 
g1; V2 = 0 (5)  

K2= −  m1l
2 
g1 φ̇

2 sin θ1 cos θ1 − m1glg1 sin θ1 + c1 θ̇1 (6) 

Z3 = −m2Llg2 cos θ2; X3 = 0; V3 = J2 + m2l
2 
g2 (7) 

K3 = −m2l
2 
g2 φ̇

2 sin θ2 cos θ2 − m2glg2 sin θ2 + c2 θ̇2 (8) 

2.2 Linear Model 

This system has to be linearized around the operation point, which is given below. 

φ ≈ 0; θ1 ≈ 0; θ2 ≈ π; φ̇ ≈ 0; θ̇1 ≈ 0; θ̇2 ≈ 0 (9)
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x = [  φ θ1 θ2 φ̇ θ̇1 θ̇2 ]T (10) 

The linearized state equations of the PRDIP are as follows:

{
ẋ = Ax + Bu 
y = Cx  

(11) 

And matrices A and B are calculated and given as follows: 

A = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

0 0 0 1 0 0  
0 0 0 0 1 0  
0 0 0 0 0 1  
0 0.1008 0.1108 −3.7526 −0.0002 0 
0 20.4029 0.1169 −3.9596 −0.0424 0 
0 −0.1452 −27.8634 5.4047 0.0003 0 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

; B = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

0 
0 
0 

0.0124 
0.0130 

−0.0178 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

(12) 

3 Results and Discussions 

3.1 Simulation Results 

Results show in Fig. 3 obtained by simulation on MATLAB/Simulink with feedback 
gain matrix as follows K = 105[−0.1 1.6478 0.0173 −0.1678 0.2906 0.0248 ]. 
The control signal is given by u(t) = −Kx(t).

As of the start of control of this system, the first pendulum tends to oscillate 
less than the second pendulum. The first pendulum takes about 10 s to stabilize and 
maintain around 0 rad. In contrast, the second pendulum takes about 12 s to stabilize 
around 3.14 rad. In the processing control of the PRDIP system, the swing arm 
will oscillate to stabilize the two pendulums at the work point. After successfully 
controlling the two pendulums, the arm stabilizes around the work point, which is 
0.55 rad. So, we can observe that system totally stabilize after 12 s from the start of 
control. 

3.2 Experimental Results 

To evaluate the control performance with real-time PRDIP system, LQR control 
scheme is tested to stabilize system at the same operation points with simulation. 
Figure 4 shows results obtained by experiments with feedback gain matrix as follows:
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Fig. 3 The response of the PRDIP system

K = 104[−0.3162 9.2841 0.0017 −1.1494 2.0510 0.0039 ].

The system is in an uncontrollable state, two pendulums are in a downward upright 
position, and the arm is at 0 rad. When the authors supply power and put the first 
pendulum upright, this system will operate with the LQR controller. From about 
0.8–3.1 s, this system will be controlled around the work points. When the second 
pendulum is suddenly impacted, it will oscillate with an amplitude of 2.3 rad. Simul-
taneously, the first pendulum and an arm are also affected and deviated from the 
work point. At this point, the controller will control and help maintain the system 
so that it does not destabilize. And after about 0.5 s, the system will be stable again. 
A video of the experiments can be watched at: https://www.youtube.com/watch?v= 
TXyixHshDsQ.

https://www.youtube.com/watch?v=TXyixHshDsQ
https://www.youtube.com/watch?v=TXyixHshDsQ
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Fig. 4 The response of the real time experimental setup

4 Conclusion 

In this research, PRDIP system is proposed and validated in both simulation and 
experiment. PRDIP is an uncommon model and has not been studied much in 
control engineering. In order to have a breakthrough development, the authors 
have constructed physical PRDIP. The authors implemented LQR controller for the 
PRDIP to evaluate the controllability of this controller. The results show that the 
LQR controller can successfully control PRDIP in both simulation and experiment.
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In the future, the authors focus on developing the research by using metaheuristic 
approaches to find matrix Q to improve quality control. 

Conflict of Interest The authors have no conflicts of interest to declare. 

References 

1. Sanjeewa SD, Parnichkun M (2021) Control of rotary double inverted pendulum. J Control Decis 
89–101 

2. Ananthan SS (2022) Advanced control strategies for rotary double inverted pendulum. Int J Eng 
Manag Res 

3. Singh S, Swarup A (2021) Control of rotary double inverted pendulum using. In: 2021 
International conference on intelligent technologies (CONIT), Karnataka 

4. Aribowo AG, Nazaruddin YY, Joelianto E, Sutarto HY (2007) Stabilization of rotary double 
inverted pendulum using robust gain-scheduling control. In: SICE annual conference 2007, 
Kagawa 

5. Zhao X, Zhang Z, Huang J (2016) Energy-based swing up control of rotary parallel inverted 
pendulum. In: 2016 12th World Congress on Intelligent Control and Automation (WCICA), 
Guilin, China. https://doi.org/10.1109/WCICA.2016.7578567 

6. Dinh KH (2013) Using LQR algorithm to control circular two stage parallel inverted pendulum 
system. Bulletin of College of Engineering National Ilan University, Taiwan 

7. Sugie T, Okada M (1993) H∞ control of parallel inverted pendulum systems. J Soc Instrum 
Control Eng 6:543–551

https://doi.org/10.1109/WCICA.2016.7578567


A Study of the Influence of Steel Brushes 
in Rail Surface Magnetic Flux Leakage 
Detection Using Finite Elements 
Simulation 

Gong Wendong, Muhammad Firdaus Akbar, Mimi Faisyalini Ramli, 
and Ghassan Nihad Jawad 

Abstract The structure of the magnetic excitation circuit can significantly impact 
the Magnetic Flux Leakage (MFL) signal of rail inspection. This research proposes 
a unique approach for analyzing the influence of steel brushes in MFL detection 
equipment based on finite element simulation results. The magnetic circuit equation 
is established to investigate the magnetic resistance. Next, the MFL detection with 
steel brushes of different thicknesses and without steel brushes is compared and 
analyzed in the finite simulation model. The finite element situation results show 
that the MFL signal does not change linearly as the parameters are changed. This 
method demonstrates that the structure of the detection equipment with steel brush 
can generate the MFL signals with a higher signal-to-noise ratio. 

Keywords MFL · Steel brush · Finite element simulation · Rail inspection 

1 Introduction 

Rails bear high mechanical loads from the wheel during the high-speed running 
process. Meanwhile, rails are usually exposed directly to the natural environment. 
Therefore, there are kinds of rail surface defects, including stripping, corrosion, 
abrasion, cracks, and so on [1]. MFL testing is based on the fact that when a magnetic
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field is applied to a ferromagnetic material, the defect on the surface will cause a 
significant change in magnetic permeability in the test material. Therefore, the field 
will leak out of the material into the air beside the defects. Hence, the flux leakage 
can be measured by a magnetic field sensor and used to estimate the dimensions 
of the defect. MFL detection method can overcome the influence of the external 
environment, and it has high accuracy in high-speed detection. Therefore, the MFL 
detection technique has received wide attention for rail surface inspection, especially 
for cracks [2–4]. 

The finite element calculation is based on the vector partial differential equation of 
the electromagnetic field, combined with the material properties of the magnetization 
device and the object to be detected. Then the finite element model of the leakage 
field can be established, and the numerical solution of the leakage field is derived 
by meshing the cells and solving the nonlinear equation [5]. Kinds of finite element 
simulation software appeared with the development of computer technology, such as 
COMSOL multiphysics, Ansis Maxwell, and CST studio. In previous research, finite 
element simulations have been done for different shapes of defects, and the effects 
of different defects on the magnetic leakage field distribution were analysed [6]. 
Meanwhile, the magnetic leakage field distribution principle was analyzed when the 
size of defects, such as length, width, depth, and angle, changed [7, 8]. However, the 
magnetic leakage signal from the cracks is usually weak, so the magnetic excitation 
and detection parameters need to be optimized to get a more significant signal. In this 
work, the magnetic circuit equation was established to analyze magnetic resistance, 
and the thickness parameters of the steel brushes were compared and analyzed by 
finite simulation software. 

The paper is organized as follows: Sect. 2 established the magnetic circuit equation 
and the finite element simulation model to analyze magnetic resistance. Section 3 
calculated and discussed the simulation result by the COMSOL multiphysics soft-
ware. The simulation results show that optimizing the parameters can enhance the 
MFL signals in a higher signal-to-noise ratio. 

2 Theoretical Approach 

2.1 Structure of Magnetization Device 

The permanent magnet has been widely used in the MFL detection technique because 
it has a simple structure, is lightweight, and has strong residual magnetic flux density. 
Meanwhile, providing a continuous power supply in the field inspection environment 
of steel rails is difficult, and the permanent magnet magnetization method can elimi-
nate the power supply constraint. Therefore, the permanent magnets were chosen as 
the excitation source. 

The air gap between the permanent magnet and the measured rail affects the 
efficiency of magnetization. In order to reduce the magnetic resistance, one side of



A Study of the Influence of Steel Brushes in Rail Surface Magnetic Flux … 249

Fig. 1 The structure of the 
magnetization device 

the steel brush was fixed to the permanent magnet, and the other side was always in 
close contact with the measured rail during the testing process. The two permanent 
magnets with opposite excitation directions were finally connected with the yoke to 
form an excitation circuit finally. The structure of the magnetization device is shown 
in Fig. 1. 

2.2 Magnetic Circuit Analysis 

From Fig. 1, it can be seen that the circuit of the magnetization device includes the 
yoke magnetic resistance Rm0, the steel brush magnetic resistance Rm1, the air gap 
magnetic resistance Rm2, the rail magnetic resistance Rm3, the permanent magnet 
internal resistance Rg, and the magnetic excitation source. The circuit can be shown 
in Fig. 2. 

Fig. 2 The magnetic circuit
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There are several geometric parameters of the magnetization device which can 
affect the magnetic resistance of the magnetic circuit, including the length and width 
of the cross-section, the thickness of the steel brush, the thickness of the permanent 
magnet, the length of the yoke, and the thickness of the yoke. However, the air has 
the lowest permeability. Thus, the air gap between the rail surface and detection 
equipment will significantly impact the total Magnetic resistance. 

2.3 Finite Element Simulation Model Establishment 

The three-dimensional (3D) model should be established firstly in the COMSOl 
multiphysics software for the finite element simulation, including the permanent 
magnets, the yoke, the steel brushes, the rail, and the cracks. Then the material 
properties need to be configured in COMSOl multiphysics software. The permanent 
magnets were configured to be NdFeB (neodymium-iron-boron) magnets because 
NdFeB has higher residual flux density than regular magnets, and the model number 
is N55. The yoke material was configured to be permalloy (a kind of iron-nickel alloy) 
because it has a high permeability to weak magnetic fields, and the model number 
is 1J85. The material of the brushes is confirmed to be carbon steel. Subsequently, 
the model meshed for calculation. The boundary of the crack was meshed in the 
triangular subdivision. Meanwhile, the cell size of the meshing model should be fine 
to ensure the accuracy of the calculation. The meshing simulation model is shown 
in Fig. 3.

Define the origin of the cartesian coordinate system as the center of the crack 
on the rail surface, the X-axis direction as the direction along the rail extension, the 
Y-axis direction as the direction perpendicular to the rail extension, and the Z-axis 
direction as the direction perpendicular to the top surface of the rail. The spatial 
magnetic flux leakage field can be decomposed into Bx (along the X-axis direction), 
By (along the Y-axis direction), and Bz (along the Z-axis direction). 

3 Results and Discussions 

Steel brushes are used to connect the measured rail and the excitation device, which 
can effectively reduce the air magnetic resistance. When the crack is 20 mm in length, 
1 mm in width, 3 mm in depth, and 60° in angle, the finite element simulation results 
with and without steel brushes can be shown in Fig. 4.

As shown in Fig. 4, if there is no steel brush connecting the excitation device 
and the tested rail, the magnetic resistance will increase significantly. Therefore, the 
MFL signal will become weaker and difficult to detect. Thus, the steel brush should 
be kept in close contact with the rail surface during the test process.
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Fig. 3 The meshing 
simulation model

When the thickness of the steel brush is 5 mm, 10 mm, 15 mm, 20 mm, and 
25 mm, respectively, the MFL signal from the finite element simulation model can 
be shown in Fig. 5.

It can be seen from Fig. 5 that the MFL signal in the X-direction increases substan-
tially when the brush thickness increases from 5 to 10 mm. Nevertheless, when 
the brush thickness increases from 10 to 15 mm, the MFL leakage signal in the 
X-direction increases slowly. Especially when the brush thickness is greater than 
15 mm, the thickness has almost no effect on the MFL signal in the X-direction. 
Meanwhile, the increase in brush thickness has almost no effect on the MFL signal 
in the Y and Z directions. Based on the simulation results, the thickness of the steel 
brush was set to be 10 mm. 

4 Conclusions 

This study has investigated the effects of the steel brushes on the MFL signals using 
the finite element simulation model. It has been shown that steel brushes can reduce 
the influence of the air gap between the magnetization device and the rail surface. 
However, simulation results have demonstrated that thickness of steel brushes do not 
significantly affect the MFL signal. Moreover, it has been shown that the magneti-
zation device can be optimized to obtain MFL signals with a higher signal-to-noise
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Fig. 4 MFL signal with and without steel brush

ratio. The results presented in this study help to solve the problem that some small 
and narrow cracks may be missed detection due to the weak MFL signals.
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AGVs and AMRs Robots: A Brief 
Overview of the Differences 
and Navigation Principles 

Sami Abdulla Mohsen Saleh , Shahrel Azmin Suandi , Haidi Ibrahim , 
Qusay Shihab Hamad , and Ibrahim Al Amoudi 

Abstract Automated Guided Vehicles (AGVs) and Autonomous Mobile Robots 
(AMRs) are swiftly revolutionizing industrial and logistics operations by automating 
the tasks related to material handling and transportation. While both technologies 
share the goal of automation, they differ in terms of control, navigation, flexibility, 
and interaction with humans. This research article briefly discusses the differences 
and the navigation principles of AGVs and AMRs. It explores the control and navi-
gation systems, flexibility and adaptability. By understanding these differences and 
navigation principles, decision-makers can make informed choices to optimize mate-
rial handling processes and maximize operational efficiency. This article serves as a 
valuable resource for industry professionals, researchers, seeking to leverage AGVs 
and AMRs in their operations and stay at the forefront of industrial automation. 

Keywords Autonomous mobile robots · Automated guided vehicles · Navigation 
principles 

1 Introduction 

The role of material handling within a factory encompasses the control and manage-
ment of materials and products throughout the manufacturing process, as well as 
the integration of manual, semi-automated, and automated vehicles to facilitate 
production logistics. Conventionally, a wide range of manufacturing industries have 
extensively utilized automated guided vehicles (AGVs) for material handling. These
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vehicles rely on tape, wire, or magnetic tracks to guide their movement, following 
pre-determined paths that determine the distance between two locations. AGVs have 
proven to be invaluable in high-volume manufacturing operations, although their 
widespread adoption has been limited due to their high initial investment costs and 
restricted range of applications. In recent years, there has been a notable surge in the 
utilization of autonomous mobile robots (AMRs) for material handling tasks. Manu-
facturers are increasingly opting for semi-autonomous or fully autonomous vehicles, 
driven by the advantages of scalability, versatility, and cost-effectiveness offered by 
AMRs. Unlike AGVs, AMRs possess the ability to operate autonomously, making 
real-time decisions and dynamically adjusting their paths based on the surrounding 
environment. This flexibility enables them to adapt to changing production layouts 
and handle various types of tasks. Moreover, AMRs are often equipped with advanced 
sensors and perception capabilities, allowing them to navigate complex and dynamic 
environments safely, without the need for physical infrastructure modifications such 
as tracks or wires. As a result, AMRs are gaining popularity as a viable solution for 
material handling in manufacturing facilities of all sizes, offering enhanced efficiency 
and adaptability compared to traditional AGVs [15]. 

The goal of this work is to present and briefly discuss the differences and the 
navigation principles of AGVs and AMRs. We discuss the differences of AGVs and 
AMRs in Sect. 2 and the navigation principles of these Robots. Finally, we draw the 
conclusion in Sect. 4. 

2 AGVs and AMRs Robots 

The utilization of AMRs for material handling is experiencing rapid growth in the 
manufacturing industry as manufacturers increasingly opt for these vehicles due 
to their scalability, versatility, and cost advantages. While AGVs have long played 
a significant role in production logistics, AMRs offer several distinct advantages. 
One key advantage is their autonomous capability, allowing them to avoid collisions 
and resolve conflicts between vehicles by taking alternative routes. Unlike AGVs, 
which are constrained by fixed routes and come to a halt when encountering obsta-
cles, AMRs can dynamically detour around obstacles using built-in sensors such as 
cameras and laser scanners [5]. Figure 1 shows the guiding systems for AGVs and 
AMRs as described in [3]. Furthermore, AMRs can perform additional tasks during 
transportation, such as data collection in the era of industry 4.0, where interconnected 
devices and mass data are prevalent. As a result, even small- and medium-sized 
factories can harness the benefits and potential of AMRs.

However, the introduction of AMRs also presents unique challenges. The first 
challenge lies in considering the distinctive characteristics of AMRs, such as their 
limited payload and travel times due to their smaller size. To increase capacity and 
flexibility for material handling, fleets of vehicles with different specifications can 
be deployed. Additionally, for efficient travel time, the calculation of shortest paths 
considering obstacles becomes crucial in route planning. Moreover, as factories strive
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Fig. 1 Top view of guiding systems for AGVs and AMRs as described in [3]

for mass customization with small production lot sizes and low work-in-process 
inventory, minimizing delays in transportation requests is essential. Therefore, iden-
tifying and addressing these new characteristics, including pathfinding, maximum 
payloads, battery levels, and customized order fulfillment, is of paramount impor-
tance. The second challenge lies in the computational complexity associated with 
optimizing AMR deployment. Although mathematical models like mixed-integer 
linear programming can provide optimal solutions for small-scale problems, they 
become impractical for larger-scale ones. The inherent NP-hard nature of these 
problems leads to excessively long computational times. Hence, there is a pressing 
need for efficient algorithms capable of finding good solutions within reasonable 
timeframes across various environments. 

As per the specifications of commercially accessible AGVs and AMRs utilized 
in material handling [5], Table 1 provides an overview of the common traits of these 
two vehicle categories. 

Table 1 AGVs versus AMRs comparison [3, 5] 

AGVs AMRs 

Navigation Wire, magnet, reflective markers, 
radio-frequency identification 
(RFID), quick response (QR) code 

Pre-loaded maps with laser and 
depth sensors for localization 

Speed 3 km/h 5–10 km/h 

Payload High (> 1500 kg) Low (100–500 kg) 

Collision avoidance AGVs can only be routed while 
their path is free of obstacles 

AMRs can detour around obstacles 
and other AMRs dynamically 

Scalability Low (new infrastructure and tracks 
must be installed) 

High (each AMR can be controlled 
by a control system individually) 

Power source Large battery or inductive power 
transfer 

Compact battery



258 S. A. M. Saleh et al.

3 Navigation Principles of AGVs and AMRs 

3.1 Fixed Path Navigation 

Fixed path navigation utilizes sensors on the AGV to provide guidance along a 
predetermined path. While relatively mature, it poses challenges in construction and 
altering trolley routes. Electromagnetic navigation involves burying metal wires, 
generating a magnetic field with low-frequency currents [2]. AGVs use induction 
coils to track the magnetic field for navigation. Optical navigation [10] employs  
luminescent belts or paint and infrared sensors to control deviation. The AGV’s 
driving and steering motors adjust its forward direction. Tape navigation relies on 
a magnetic guide belt and sensor to obtain relative coordinate signals, which are 
transmitted to the controller for the AGV to follow the guide belt [7]. 

3.2 Free Route Navigation 

Free path navigation enables real-time path planning and guidance for AGVs, offering 
high flexibility and easy trolley route changes despite higher manufacturing costs. 
Inertial navigation [6, 8] utilizes a gyroscope on the AGV/AMR and ground posi-
tioning blocks to calculate position and direction. Laser navigation [13] involves  
installing laser reflectors along the travel path and using a laser positioning device 
on the AGV/AMR to determine its current position and direction. Visual naviga-
tion [9, 14] a rapidly evolving method, employs a charge-coupled device camera and 
sensor to dynamically acquire and compare image information with a database, deter-
mining the vehicle’s position and driving state. This method offers excellent naviga-
tion flexibility without the need for manual physical path settings, benefiting from 
advancements in computer image acquisition, storage, and processing technology. 

3.3 Visual Navigation Tracking 

In recent years, visual navigation technology has undergone significant advance-
ments, primarily driven by improvements in chip performance and digital image 
processing capabilities. By utilizing on-board cameras, visual navigation captures 
environmental images, detects navigation parameters (such as position, speed, atti-
tude), and plans paths for autonomous control of vehicles. Visual navigation finds 
extensive application in tracking tasks, where autonomous robots operate indepen-
dently, relying on a suite of sensors, motion systems, navigation, and positioning 
systems to execute tasks without human intervention. Vision-based mobile robots 
exhibit accurate task completion using visual information as input, processed and 
analyzed by controller algorithms.
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One of common visual navigation tracking control methods is monocular vision 
system. It employs a single camera mounted on the robot to capture images of the 
surroundings [4, 12]. Monocular vision systems require pre-calibration to extract 
feature information and utilize methods like edge and color detection to iden-
tify objects or obstacles. However, monocular vision lacks precise position and 
distance measurements, suffers from disturbances, and may lead to misinterpretation. 
Various studies have proposed autonomous navigation systems and obstacle detec-
tion methods using monocular cameras. Stereo vision-based navigation systems [1], 
are another type that involve two identical cameras mounted on the robot to acquire 
images. These systems can predict object distances similar to human stereo vision. 
Implementing a stereo vision system requires high accuracy camera alignment, 
specialized skills, or high-precision machinery, leading to higher costs. Researchers 
have proposed fusion frameworks, stereoscopic keyframe-based navigation, and deep 
learning-based approaches in stereo vision systems. 

Deep learning plays a crucial role in visual navigation technology for mobile 
robots. Various applications have emerged, including end-to-end navigation using 
deep reinforcement learning, CNN-based architectures for navigation and location 
identification, and visual servoing methods. Visual servoing, an important technique 
in visual navigation, combines classical and deep neural network-based approaches, 
enabling accurate navigation and following of crop rows [11]. 

4 Conclusion 

In conclusion, AGVs and AMRs offer distinct advantages and challenges. Orga-
nizations must carefully assess their operational requirements, environment, and 
desired level of automation when choosing between AGVs and AMRs. By under-
standing the differences and challenges presented by these technologies, organiza-
tions can implement the most suitable solution and unlock the benefits of automation, 
including improved efficiency, productivity, and safety. In addition, visual navigation 
technology has witnessed significant progress in recent years. The use of on-board 
cameras, combined with advanced algorithms and deep learning, enables autonomous 
navigation and control of mobile robots. Monocular and stereo vision systems, as 
well as visual servoing methods, contribute to accurate path planning, obstacle avoid-
ance, and precise positioning. Continued research in visual navigation will lead to 
further advancements and applications in the field of autonomous robotics. 
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Development of Delivery Robot 
with Application of the TRIZ Method 

Zulkifli Ahmad and Muhd Aslam Zulkarnain 

Abstract Delivery robots have become increasingly popular due to their potential to 
improve the efficiency and safety of delivery services. This study aims to develop an 
aesthetically pleasing delivery robot’s body for indoor applications that can be cost-
effective and efficient. The development process involved the delivery robot’s design, 
construction, and testing. The robot’s body was meticulously designed, focusing on 
creating a vigilant and suitable robot coexisting with humans. The robot includes 
three cargo bays with a capacity of 10 kg each. The delivery mechanism is controlled 
by a microcontroller and integrated with ultrasonic and infrared sensors for obstacle 
avoidance and line tracking. In addition, the delivery robot’s design was analyzed 
and enhanced through the Theory of Inventive Problem Solving (TRIZ). In conclu-
sion, the development results demonstrated that the robot could perform accessible 
delivery services inside buildings effectively. 

Keywords Delivery robot · Line following · Industrial design · Arduino 

1 Introduction 

The term “robot” originates from the Czech word “robota,” meaning servant or 
laborer [1]. A robot is described as a mechanical device that performs automated 
tasks either under human supervision, following a predetermined program, or based 
on general rules using artificial intelligence [2]. Initially limited to industrial settings, 
robots have now become an integral part of our daily lives, engaging directly with 
humans and performing tasks that make life more convenient. The concept of robot 
deliveries began in late 2014 with the introduction of Relay, a room service robot by
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Fig. 1 a Front view, b side view, and c isometric view of the delivery robot’s 3D model design 

Savioke [3]. This marked the beginning of using robots in hotels for tasks like trans-
porting ordered items to guest rooms. Delivery robot services have since expanded 
to include food delivery in restaurants and assistance in various settings. 

2 Methodology 

2.1 3D Modelling 

The first step in the development process of the robot is to create 3D CAD model 
design of the robot’s structure. The 3D model of the selected design concept is 
constructed from scratch utilizing SolidWorks software (Fig. 1). 

2.2 Fabrication Process 

The design of the delivery robot was fabricated using two primary processes: laser 
cutting, 3D printing, and wiring (Fig. 2).

Laser Cutting. Laser cutting uses a focused laser beam to cut materials, which melts, 
burns, vaporizes away by a jet of gas, leaving an edge with a high-quality surface 
finish. The laser cutting procedure for these components begins with the conversion 
of a 3D model in SLDPRT file format to the DXF file format to produce the SVG 
code using Adobe Illustrator software for the cutting operation.
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Fig. 2 a Laser cutting, b 3D printing, and c wiring process

3D Printing. 3D printing is a process of creating a physical object from a digital 
model where the object is built up layer by layer [4]. The 3D printing process begins 
with the creation of a 3D digital model of the object using SolidWorks software. 
This model is then sliced into thin layers, which are used as the basis for building the 
physical object. The 3D printer reads the digital model and begins to build the object 
layer by layer. This project utilizes Raise 3D Pro2 Plus, and Artilery Sidewinder x2 
printer machine. The material used for the printed product in this project is polylactic 
acid (PLA). 

Wiring. Involve interconnecting different kinds of electrical parts to produce func-
tional and dependable systems. It includes organizing and routing wires to guarantee 
efficient signal transmission and reduce the risk of interference and short circuits. 
The robot is wired and soldered in accordance with the system schematic depicted 
in Fig. 3. 

Fig. 3 System schematic diagram
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Fig. 4 The delivery robot’s prototype body design 

3 Results and Discussion 

3.1 Product Prototype 

The physical prototype of the delivery robot is named as ‘DezyBot’ (Robot for Easy 
Delivery). The robot prototype demonstrates the successful integration of multiple 
components and subsystems, such as the chassis, navigation system, parcel compart-
ment, and sensory modules. The delivery robot utilizes line tracking mechanism to 
perform easy delivery service efficiently inside of buildings (Fig. 4). 

3.2 TRIZ Analysis 

TRIZ is a problem-solving methodology that offers a systematic approach to inno-
vation. Its main goal is to provide a structured framework for problem-solving by 
identifying inventive principles and patterns that can be applied to overcome technical 
contradictions and find innovative solutions. 

Analysis 1. To address the problem of robot’s keypad positions that automatically 
rotate when robot in motion (Table 1).

Based on the result, TRIZ inventive principle 24 suggests introducing an interme-
diate object or element between two interacting components or systems. In this case, 
magnets are utilized to temporarily attach the keypad to the robot’s body, serving as 
a mechanism to secure it during movement. 

Analysis 2. To solve issue regarding lengthy time consumption in assembly and 
disassembly process of robot’s components (Table 2).

Based on the analysis, TRIZ Inventive Principle 28 is employed to resolve 
the issues. Mechanical substitution involves replacing mechanical components or 
processes with alternative options to achieve the desired functionality. In this case,
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Table 1 Results of TRIZ analysis 1 

Contradiction statement If hinge is designed with big tolerance. Then less energy and 
friction required to rotate it. But the hinge will be unstable 

Responding variables Positive Negative 

User able to rotate keypad easily 
using less energy since hinge 
dimension has big tolerance 

Unstable hinge due to big 
tolerance hinge design resulting 
in bigger gap around hinge 

Parameter (19) Use of energy by moving 
object 

(13) Stability of the object 
composition 

Inventive principle 13, 17, 19, 24 

Solution principle 
(24) Intermediary 

Merge keypad placement temporarily with robot body by using 
magnet 

Note Bold text is represent the compulsory word needed in order to develop the contradiction 
statement in TRIZ

Table 2 Results of TRIZ analysis 2 

Contradiction statement If we use lot of fasteners. Then we able to strengthen the 
assembly connections. But the assembly and disassembly process 
will time-consuming 

Responding variables Positive Negative 

Studier assembly connection due 
to high number of fasteners in 
securing the connection 

The assembly/disassembly 
process of components is 
time-consuming 

Parameter (14) Strength (25) Loss of time 

Inventive principle 3, 10, 28, 29 

Solution principle (28) Mechanical substitution: change fastening methods 

Note Bold text is represent the compulsory word needed in order to develop the contradiction 
statement in TRIZ

excessive fasteners are replaced with more efficient and time-saving fastening tech-
niques, such as snap-fit connections. These alternative methods ensure a secure and 
sturdy assembly while reducing the time required for assembly and disassembly. 

Analysis 3. To eliminate the existence of joint gap in the assembly connection of the 
robot’s component (Table 3).

Analysis results led to the use of TRIZ principles 6 and 1. Universality involves 
designing cover parts and the trolley structure with greater adaptability, minimizing 
joint gaps caused by poor precision. Using larger tolerance holes and adjusting bolts 
helps close the gaps. Instead of mass-produced trolleys, self-fabricated aluminum 
profiles offer superior precision, and adjustable dimensions, reducing joint gaps. 
Segmentation involves dividing the structure into smaller segments, simplifying 
manipulation and addressing specific problems. Modular design of aluminum profiles
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Table 3 Results of TRIZ analysis 3 

Contradiction statement If we use market-available trolley. Then we be able to save 
manufacturing time and cost. But it will be difficult to measure 
trolley dimension 

Responding variables Positive Negative 

Manufacturing time and cost can 
be saved because 
market-available trolley is used 
as robot structure 

Difficult to measure the 
dimension of the trolley due to 
poor manufacturing precision of 
mass scale product 

Parameter (32) Ease of manufacture (37) Difficulty of detecting and 
measuring 

Inventive principle 1, 6, 11, 28 

Solution principle (6) Universality: create more universal design 

(1) Segmentation: make an object sectional 

Note Bold text is represent the compulsory word needed in order to develop the contradiction 
statement in TRIZ

allows easy assembly and adjustments, ensuring proper alignment and reducing joint 
gaps. 

Analysis 4. To resolve the issue involving the robot cannot correctly reverse in a 
straight line if the motor speed is not set to maximum (Table 4). 

The analysis suggests using inventive principle 3 to address the issues. This prin-
ciple focuses on optimizing each component of an object to operate under the most 
favorable conditions. In this case, the robot’s system can be modified to enable it 
to operate in the most suitable conditions. Instead of moving in reverse, alternative 
actions like moving forward and making left or right turns can be programmed to 
allow the robot to retrace its route efficiently.

Table 4 Results of TRIZ analysis 4 

Contradiction statement If motor speed is not set at maximum. Then it can ensure smooth 
operations delivery process. But robot unable to reverse properly 

Responding variables Positive Negative 

Robot operation become smooth 
since robot able to avoid sudden 
acceleration movement 

Robot unable to reverse properly 
and unable to perform path 
correction if motor speed is not 
set at maximum 

Parameter (33) Ease of operation (38) Extend of automation 

Inventive principle 1, 3, 12, 34 

Solution principle (3) Local quality: change robot action and make robot to function 
in conditions most suitable for its operation 

Note Bold text is represent the compulsory word needed in order to develop the contradiction 
statement in TRIZ 



Development of Delivery Robot with Application of the TRIZ Method 267

4 Conclusion 

In conclusion, this study has successfully developed a physical prototype of a 
delivery robot designed specifically for indoor applications. The robot’s design 
was constructed, tested, and evaluated for its performance and functionality. Key 
features of the delivery robot include a well-designed body fabricated using laser 
cutting and 3D printing, four 12 V DC motors, a LIPO battery pack, and a microcon-
troller for precise delivery control. The integration of ultrasonic and infrared sensors 
enables effective obstacle avoidance and line tracking capabilities. By applying TRIZ 
analysis, the study effectively resolved and improved design issues, leading to an 
enhanced robot design that exhibited satisfactory performance. The outcomes of 
this research contribute to the advancement of delivery robot technology and hold 
practical implications for enhancing delivery services across various industries. 
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Enhancement of Adaptive Observer 
for Fault Detection in Direct Current 
Motor System Using Kalman Filter 

Nur Dalilah Alias and Rosmiwati Mohd Mokhtar 

Abstract Rotational machines such as direct current (dc) motors might be exposed 
to unexpected failures, which can cause production delays or safety problems. These 
failures must be detected immediately before the machines’ condition worsens or 
fails. A fault detection strategy can be used to detect the faults in the machines. 
This study aims to improve the adaptive observer-based fault detection techniques 
by implementing the low pass and Kalman filters. The dc motor was modelled in a 
state-space system in the simulation, and the encoder was modelled to have faults. 
From results, Kalman filter can tolerate the encoder fault’s effect and better estimates 
the actual states than the low pass adaptive observer. 

Keywords Fault detection · Dc motor · Adaptive observer · Kalman filter 

1 Introduction 

Technological advancement in the industry causes complexity and diversity in the 
system. Thus, there will be a substantial possibility of fault in the system, resulting 
in poor efficiency in the process. A fault is an unpermitted deviation of at least one 
characteristic property or variable in a system from its acceptable, usual, or standard 
condition [1]. Blocking an actuator, losing a sensor signal, or disconnecting a system 
component are such faults. Dc motor drives are utilized in various speed and position 
control systems due to their superior performance, ease of control and high efficiency 
[2]. However, due to mechanical wear or ageing, the dc motor requires frequent 
maintenance. Plus, to discover faulty scenarios, it is essential to use well-known 
dynamical characterizations of the analytical model motor [3]. A rotary encoder is
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the most common sensor to detect the position and speed of a motor. It is made of 
a circular disk with marks that can be detected by mechanical, optical, or magnetic 
sensors to determine the rotor’s position [4]. However, the information can sometimes 
be lost due to the malfunction in the encoder. The encoder information loss defect can 
be caused by various variables, including mechanical, electrical, and optical causes 
[4]. 

To ensure process efficiency, more regular monitoring, including process control 
and appropriate corrective actions, is required for the change in the process. Main-
taining a desirable performance in industrial processes that can contain various flaws 
is a critical responsibility. Fault Detection and Diagnosis (FDD) is a required control 
method to achieve this task among numerous process supervision approaches due 
to most industries seeking to enhance their process performance by improving their 
FDD capability [5]. FDD systems have three subsystems, each integrated with fault 
detection, isolation, and estimation capabilities [6]. Many researchers have proposed 
similar fault detection projects with different types of observers. For instance, an 
observer-based approach was used in the fault detection for a dynamical system 
which is dc motor and encoder to represent the sensor has been presented in [4]. 
Furthermore, a neural adaptive observer that uses a neural network for fault detec-
tion while an embedded Kalman filter updates the weighting parameters has been 
presented in [7]. An adaptive Kalman filter for actuator malfunction diagnostic in a 
discrete-time stochastic time-varying system was proposed in [8]. A sliding mode 
controller is used in [9] to control dc motors via MATLAB/Simulink simulation and 
Arduino hardware implementation. Based on the research, several algorithms have 
been implemented for fault detection. 

Thus, the motivation of this paper is to implement a quantitative model-based 
method by further designing an adaptive observer to be implemented in the fault 
detection system. The observer’s algorithm will be further improved to obtain a fair 
value on the proposed fault, which is the encoder fault. Dc motor will represent the 
dynamical system, and an incremental encoder will be used as a sensor. The math-
ematical model of the dc motor will be determined. The fault detection mechanism 
will be modelled and designed using a MATLAB/Simulink environment. 

2 Methodology 

The dc motor was first modelled and transformed into a state space form in this 
project. The adaptive observer was designed based on the equations modelled in 
MATLAB/Simulink. Two filters, a low pass filter and a Kalman filter, were designed 
in the simulation to identify the effect of filters on fault detection. The encoder fault 
was the fault implemented in the simulations.
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Table 1 Dc motor 
parameters

Parameter Value 

Moment of inertia, Jm 0.00025 N m/rad/s2 

Frictional coefficient, Bm 0.0001 N m/rad/s 

Armature resistance, Ra 0.5 Ω

Armature inductance, La 1.5 mH 

Motor torque constant, Km 0.05 N m/A 

2.1 Dc Motor Modelling 

The dynamic equations of the dc motor were derived based on Kirchhoff’s Voltage 
Law (KVL) and Newton’s Second Law of Motion. The model was then transformed 
into Laplace transform and further into state space form, as shown in (1). 

ẋ(t) = Ax(t) + Bu(t) 
y(t) = Cx(t) + Du(t) 

(1) 

where x(t), u(t) and y(t) are the state, input, and output vector, respectively. By 
considering the armature current, angular position and angular velocity as the state 
variables, armature voltage as the input and angular position as the output, the model 
was derived into the state space model as shown in (2). The parameters used for the 
dc motor model are shown in Table 1. 

A = 

⎡ 

⎢⎣ 
− Ra 

La 
0 − Km 

La 

0 0 1  
Km 
Jm 

0 − Bm 
Jm 

⎤ 

⎥⎦; B = 

⎡ 

⎢⎣ 

1 
La 

0 
0 

⎤ 

⎥⎦; C = [
0 1  0

]
(2) 

2.2 Adaptive Observer with Low Pass Filter 

In [10], the author proposed a method for sensor fault estimation in Multiple-Input 
Multiple-Output (MIMO) nonlinear system using an adaptive observer for joint esti-
mation states and sensor faults in a state space formulation of the monitored system. 
By following the same approach as in [10], the algorithms for adaptive observer were 
performed and designed in Simulink. A low pass filter was inserted in the observer 
via a low pass filter block in Simulink. Consider the linear time-varying systems 
shown in (3) and (4), 

ẋ(t) = Ax(t) + Bu(t) (3)
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y(t) = Cx(t) + v(t) + f (t) (4) 

where f (t) is the possible sensor faults and can be expressed in linear regression 
shown in (5), 

f (t) = 𝚿(t)ρ(t) (5) 

where𝚿(t) = [
𝚿1(t), . . . , 𝚿p(t)

]
are the regressors and ρ(t) = [

ρ1(t), . . . , ρp(t)
]T 

are the unknown regression coefficients. 
Few assumptions were applied to ensure the algorithm’s convergence [10]. First, 

matrices A and C were assumed to be completely observable. Thus, matrix K can be 
designed to make the system exponentially stable, as shown in (6). Another assump-
tion is to let the matrix of signal 𝚿(t) be filtered through a linear time-varying filter, 
as shown in (7) and (8). 

η̇(t) = [A − KC]η(t) (6) 

Ẏ (t) = [A(t) − K (t)C(t)]Y (t) − K (t)𝚿(t) (7)

Ω(t) = C(t)Y (t) + 𝚿(t) (8) 

where Ẏ (t) andΩ(t) are the state and output filters.𝚿(t) is assumed to be persistently 
exciting. Thus, Ω(t), satisfies for some positive constant α, T and t ≥ t0, as shown 
in (9), 

t+T∫

t

ΩT (τ )Ω(τ )dτ ≥ α Ip (9) 

An adaptive observer in the form of the ordinary differential equation (ODE), 
as shown in (10), (11) and (12), was designed in MATLAB/Simulink, and a low 
pass filter was implemented after x̂ generated in the simulation. A, B and C were 
previously substituted with the state space model in (2). 

Ẏ (t) = [A(t) − K (t)C(t)]Y (t) − K (t)𝚿(t) (10) 

˙̂x(t) = A(t) ̂x(t) + B(t)u(t) + K (t)
[
y(t) − C(t) ̂x(t) − 𝚿(t) ̂θ (t)

]
+ Y (t) ̇̂θ (t) 

(11) 

˙̂
θ (t) = 	[C(t)Y (t) + 𝚿(t)]T .

[
y(t) − C(t) ̂x(t) − 𝚿(t) ̂θ (t)

]
(12)
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2.3 Kalman Filter 

The Kalman filter is a recursive predictive filter that employs state space concepts 
and a recursive algorithm where the estimated state from the previous time step and 
current measurement is required to compute the estimate of the current state [11]. In 
the simulation, the continuous dc motor system was sampled into a discrete system 
before implementing the Kalman filter. Kalman filter equations applied to the dc 
motor are shown in (13). A, B and C were previously substituted with the state space 
model in (2). 

x− 
(k+1) = Ax(k) + BUk 

P− 
(k+1) = AP(k) AT + Q 

(13) 

The measurement update equations are shown in (14), (15) and (16), 

K(k) = P− 
(k)C

T
[(

CT P− 
(k)C + R

)]−1 
(14) 

x̂(k) = x− 
(k) + K(k)

[
Z(k) −

(
Cx(k)

)]
(15) 

P(k) =
(
I − K(k)C

)
P− 

(k) (16) 

where K(k), P(k), P
− 
(k) are Kalman gain, posterior co-variance, and prior co-variance. 

Q and R are the state noise (system uncertainty) and measurement noise. 

3 Result and Discussion 

DC motor system observability was generated first in MATLAB to ensure that the 
system is observable before performing simulations on the observer. From the source 
code generated, the observability matrix has a rank of three, similar in dimension 
to the dc motor matrix A. Thus, the state space model of the dc motor system was 
utterly observable. The system matrices A, B and C were calculated based on the dc 
motor parameters in Table 1 and Eq. (2). The input signal used for the simulations 
was a square wave with an amplitude of -1 and frequency of 0.5 Hz. A band-limited 
white noise block was modelled to indicate the occurrence of the encoder’s fault in 
the simulation. The actual and estimated output waveforms were observed on the 
armature current, angular position and angular velocity, and the residual on each 
output was generated. 

Figure 1 showed the performance of the low-pass adaptive observer without the 
Kalman filter when the encoder fault signal was inserted in the simulation. From 
the simulations, this observer could not tolerate the noise signal generated from the 
faults. The estimated current in Fig. 1a was unable to follow the waveform of the
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Fig. 1 The actual (blue) and estimated (red) results using low pass adaptive observer without 
Kalman filter on a current, b position, c velocity; d residual generated on the current, position and 
velocity 

actual current. However, the estimated position and voltage in Fig. 1b, c could still 
follow their actual waveforms. However, the signal in Fig. 1c was corrupted with a 
noise signal. Thus, the residual shown in Fig. 1d consists of a high residual on current 
and velocity compared to residual on position. 

Figure 2 shows the performance of the low pass adaptive observer with the Kalman 
filter when the encoder fault signal was inserted in the simulation. The Kalman filter 
adapted to the noise generated from the encoder fault. The estimated output states 
could follow the waveforms of their respective actual signals with very minimum 
distortion. The response was much better than that without the Kalman filter, in 
which, previously seen that the performance was poor and far from actual values. 
Thus, the residual shown in Fig. 2d was improved, and the values were close to zero 
residual.

The low pass adaptive observer and Kalman filter simulations were analyzed and 
compared according to the mean squares error (MSE) calculation. The results were 
tabulated as shown in Table 2. From the table, the observer with the Kalman filter 
performs better than the low-pass adaptive observer in no-fault and encoder faults 
implemented in the system. The MSE values on the Kalman filter were much smaller 
compared to the low-pass adaptive observer.
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Fig. 2 The actual (blue) and estimated (red) results using low pass adaptive observer with Kalman 
filter on a current, b position, c velocity; d residual generated on the current, position and velocity

Table 2 MSE from simulation results 

Low pass adaptive observer An observer with Kalman filter 

Current Position Velocity Current Position Velocity 

No fault 0.09482 0.1379 4.2800 0 0 0 

Encoder fault 3.0031 0.1444 44.6682 0.000136 0.001279 0.01219 

4 Conclusion 

Fault detection was studied using a low-pass adaptive observer and Kalman filter in 
the dc motor system. Based on the results analyzed, low-pass adaptive observers, with 
and without the Kalman filter, could detect faults in the dc motor system. However, 
the Kalman filter can tolerate or eliminate the fault’s effect and better estimates the 
actual states than the low pass adaptive observer. The enhancement of the standard 
low pass adaptive observer model with Kalman filter will maintain good performance 
of the dc motor system even during the influence of a faulty encoder. 

Acknowledgements The Ministry of Higher Education Malaysia supports the work with FRGS 
Project Code: FRGS/1/2019/TK04/USM/02/12.
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Model Reference Adaptive Control 
for Acoustic Levitation System Based 
on Standing Waves 

Ibrahim Ismael Ibrahim Al-Nuaimi 
and Muhammad Nasiruddin Mahyuddin 

Abstract In the context of industry 4.0 and the fast development taking place nowa-
days all over the world towards industry 5.0, it’s obvious that Robots are playing a 
very important role in this context alongside human in incorporating sustainability 
and resilience aims. so that, the robotic non-contact manipulation in the field of 
industry, medicine and chemical processes is considered as a main core nowadays 
due to its ability to achieve the desired targets with high accuracy, less time and 
less faults to do such a duty, and this depends on how to control the robotic oper-
ations effectively to fulfill the proper demands. This research article proposed the 
Model Reference Adaptive Control approach to be applied for the first time on one 
of the most well-known non-contact methods which is acoustic levitation based on 
standing waves. The control approach used in this study succeeded in accomplishing 
the required performance and keeping the levitated particle at the desired point within 
the sonic field. 

Keywords Model reference adaptive control · Acoustic levitation · Standing wave 

1 Introduction 

Acoustic levitation is a phenomenon or technique that relies on sonic radiation from 
the sound waves in the medium to suspend things in air or other media, using sound 
moving into and out of air in order to balance the gravity force, in other word an
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object inside a sound field will be influenced by a force within the field itself. The 
main application of this technique is the noncontact manipulation processing, which 
enables the handling of all materials like solids [1], liquids [2], even small living 
animals [3, 4] while avoiding contact noise and pollution. Being able to levitate any 
material sets acoustic levitation apart from other methods like magnetic and elec-
tromagnetic levitation, which can only be used with certain types of materials like 
magnetic materials and conductive materials respectively. This is the most signif-
icant advantage of acoustic levitation that makes it suitable for a wide range of 
applications. The manufacturing of micro-electronic systems, where handling the 
components is very hard due to their delicate and sensitive nature [5], as well as 
the biological/chemical industry when handling hazardous and high purity materials 
[6], both demonstrate numerous advantages of non-contact processes of objects. The 
ideal way to prevent problems with damage, scratching, and contact pollution caused 
by conventional physical contact operations on very precise materials or parts is to 
use a non-contact manipulation approach based on acoustic levitation [7]. There 
are five different ways to use acoustic levitation technique based on [8] but only 
three of them are yet involved in the context of robotic noncontact manipulation, for 
more details see [9]. The most famous one is the standing wave method which is 
the technique used for acoustically suspending particles or objects in a sonic field. 
There are primarily two types of standing wave levitation. The standing wave field 
is created between two opposing transducers in the first type, which is known as 
the single axis [10]. The second form uses a closed resonant chamber to produce 
a standing wave field in one of the cavity’s acoustic modes [11]. According to [9], 
there are numerous options for improvement of the control in the field of acoustic 
levitation, some of which can be further studied in regard to a particular kind of indus-
trial application. This article focuses on how Model Reference Adaptive Control 
(MRAC) can be applied as a new control strategy for a standing wave-based acoustic 
levitation system. When incident and reflected waves interact to produce a stable 
standing wave pattern, this technique is known as the standing wave method and is 
frequently employed in acoustic levitation. This article lays the groundwork for addi-
tional research and advancements in acoustic levitation control methods by outlining 
the approaches, results, and conclusions. This encourages further development in 
this area and makes it possible to investigate fresh ideas and opportunities. In the 
following sections, the oscillatory model of the object levitated in the sound field of 
standing wave which can be described as a mass spring damper model is presented in 
Sect. 2. The control strategies used in the article, which is MRAC, are fully presented 
in Sect. 3. Then, the simulation results based on MATLAB/Simulink are presented 
in Sect. 4. In Sect. 5, a conclusion and possible future ideas are offered.
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2 Theory  

Standing waves are created when two waves that have the same frequency, amplitude, 
and phase superimpose on one another to form nodes and anti-nodes. The drag force 
functions as a damping force and the acoustic radiation forces act as springs when 
a particle is displaced from a node [12]. and because of this, the dynamic model 
that most researchers use to describe a particle vibrating vertically within a standing 
acoustic wave is: 

m 
dz2 

dt  
+ R 

dz  

dt  
+ k(z) = 0 (1)  

where m is the mass of the particle, R is the viscous damping coefficient, the elastic 
spring constant of the acoustic radiation force is K , and the vertical displacement of 
the object is z [12]. The equation for the viscous damping coefficient is: 

R = 6πμr (2) 

where μ is the dynamic viscosity and r is the radius of the particle [13]. 
It is possible to get the elastic constant K by first obtaining the Gor’kov Potential 

equation, which is expressed as follows: 

U = 2k1
(|p|2) − 2k2

(
|px |2 +

∣∣py
∣∣2 + |pz|2

)
(3) 

k1 = 
1 

4 
V

(
1 

c2◦ ρ◦ 
− 1 

c2 pρp

)

(4) 

k2 = 
1 

4 
V

(
ρ◦ − ρp 

ω2ρ◦
(
ρ◦ + 2ρp
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)
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where V is the volume of the particle, ω is the frequency of the wave, ρ◦ is the density 
of air, ρp is the density of the particle, c◦ is the speed of sound in air, cp is the speed of 
sound of the particle material, p is the complex pressure field, and px , py , and pz are 
its derivate over their respective axes. The elastic constant and the acoustic radiation 
force can be calculated following the discovery of the Gor’kov potential equation, 
where the elastic constant is the second derivative of the Gor’kov potential, and the 
acoustic radiation force is the negative gradient of the Gor’kov potential [8]. 

K = 
d2U 

dz2 
(6) 

Fradiation  = −∇U (7)
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The partial derivative of the potential in the x, y, and z directions is what is 
essentially meant by “taking the gradient,” and this creates a vector field that is 
connected to the acoustic radiation force. The second derivative of the Gor’kov 
potential in the z direction is the elastic constant K in the vertical direction. 

Where P0 is the experimentally measured constant pressure amplitude of the 
transducer, Vpp is the excitation signal from peak to peak, k is the wave number, a 
is the radius of the ultrasonic transducer, 1/d is the distance from the transducer, ϕ 
is the phase of the ultrasonic transducer, and D f is the far-field directivity function 
[14]. 

3 Control Strategy 

The desired behavior of a particular process that can be characterized is taken into 
consideration as a starting point. By making use of a model reference, it is possible. 
In particular, a linear time-invariant system (LTI) is used to represent the process, 
and MRAC is used as the model reference. The transfer function Gm(s) is related 
with the mentioned process, which is driven by its input reference. MRAC has an 
inner loop and an outer loop and was derived from continuous systems. The outer 
loop is only used to modify controller parameters; the inner loop includes both 
the process itself and traditional feedback. Successfully reducing the discrepancy 
between system output and reference model is a key objective. The amount of this 
gap, known as the error signal e(t), depends on the model reference that was selected, 
the process y(t), which must be carried out after the output signal, and the command 
signal. The error signal is claimed to be reduced to a null value for all command 
signals when a perfect model is said to be possible [15]. In the specific situation 
of MRAC, all parameters can be modified either by applying a stability theory or a 
gradient method. The reference model is selected as a second order transfer function. 

Gm(s) = 25 

s2 + 2ωnζ s + 25 
(8) 

The control law and controller parameters have been adjusted as follows: 

u(t) = k1r (t) − k2z(t) − k3 
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4 Simulation Results 

This section presents the simulation results based on MATLAB/Simulink scheme 
(Figs. 1, 2 and 3). 

From the MATLAB/simulink results above, it’s easily to say that the MRAC 
succeeded by keeping the process model output z(t) following the desired trajectory 
of the reference input, eliminating the error between the process model and reference 
model to zero which means keeping the levitated particle by the standing wave at the 
desired point as well as maintaining the stability of the system.

Fig. 1 Error signal e(t) 

Fig. 2 Process model output z(t)
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Fig. 3 Reference model output

5 Conclusion 

This research article gave an introduction about robotic non-contact manipulation 
by one of the most effective techniques used in this field which is acoustic levita-
tion based on standing wave. Then, described the importance of implementing and 
developing new control strategies to acoustic levitation so as to achieve adaptive 
and reliable control methods that can handle changes in the dynamics of the system 
and outside influences. Also, we presented MRAC as a new control strategy for 
controlling the acoustic levitation system based on the standing wave method and 
it’s already achieved the desired performance of it. Hopefully this study will lead to 
a new advancement by focusing on applying different control approaches to acoustic 
levitation system in order to improve it. 

Acknowledgements This work was supported in part by The fundamental Research Grant Scheme 
(FRGS) awarded by the Ministry of Higher Education Malaysia FRGS/1/2022/TK07/USM/02/13. 
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A Review of Slotted Hollow Pyramidal 
Absorbers for Microwave Frequency 
Range 

Ala A. Abu Sanad , Mohd Nazri Mahmud , Mohd Fadzil Ain , 
Mohd Azmier Bin Ahmad , Nor Zakiah Binti Yahaya , 
and Zulkifli Mohamad Ariff 

Abstract Electromagnetic (EM) absorbers are an essential component in the design 
of high-performance radar and communication systems. Hollow pyramidal absorbers 
are widely used among different types of EM absorbers due to their excellent absorp-
tion characteristics. However, improving their absorption performance remains chal-
lenging due to the lack of absorbent materials inside the hollow sections. In recent 
years, creating slots on the surfaces of hollow pyramidal absorbers has emerged as a 
promising approach to enhance absorption. Although various types of slots have been 
tried, their reviews are still lacking. This paper reviews the types of slots used to form 
slotted hollow pyramidal EM absorbers and elaborates on their effects on absorption
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performance. It also suggests new approaches that could be used to improve absorp-
tion performance. Overall, this review paper offers valuable insights into the design 
and development of high-performance slotted hollow pyramidal EM absorbers. 

Keywords Hollow pyramidal ·Microwave absorbers · Pyramidal absorbers ·
Type of slots 

1 Introduction 

The widespread use of electronics and wireless communication systems has increased 
Electromagnetic Interference (EMI) effects. To address this, there is a need for high-
performance, broad-bandwidth microwave absorbers that are lightweight, easy to 
fabricate, and compatible with various applications. For anechoic chamber applica-
tions, absorbers with pyramidal geometry are commonly used due to their excellent 
reflectivity over a wide frequency range and ability to be optimized for broadband 
performance [1]. The pyramidal absorber can be solid or hollow in design. Whereas 
the inner side of the solid design is filled with absorbent material, the inner side of the 
hollow design is filled with air. Thus, improving the absorption of the hollow design 
is relatively more challenging. Nevertheless, the hollow pyramidal absorbers offer 
additional freedom for optimization partly due to the presence of the hollow section. 
They can be designed to absorb a range of frequencies by varying the dimensions 
of their hollow sections. Specifically, the height and base width of the pyramid as 
well as the thickness of the four surfaces can be adjusted to create a resonant cavity 
that is tuned to absorb a range of frequencies [2]. In addition, creating slots on their 
surfaces has become popular in recent years to enhance the performance and broaden 
the bandwidth of hollow pyramidal absorbers [3]. The induced electrical currents that 
pass through the slot can affect the electric field component that travels across the 
slot. As a result, the charge distribution around the slot can become non-uniform 
as more charges are accumulating on one side of the slot than on the other. This 
non-uniform charge distribution can lead to the formation of an electric field across 
the slot, which can help to enhance the absorption of the incident radiation. The exact 
nature of the electric field across the slot depends on various factors, including the 
design of the absorber and the frequency of the incident radiation [4]. 

This paper presents a review of the types of slots that have been used in the 
hollow pyramidal absorber and elaborates on how each type affects absorption perfor-
mance. Section 2 reviews the slot types, Sect. 3 discusses their relative potentials for 
enhancing absorption, Sect. 4 suggests future work derived from this review, and 
Sect. 5 concludes the review.
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2 Review of Slot Types in Hollow Pyramidal Absorbers 

This section studies the type of slots used in hollow pyramidal absorbers and reports 
the studies that investigate the size, shape, and orientation of different types of slots 
that includes rectangular slots, fractal geometries, slot arrays, and triangle slots. 

2.1 Rectangular Slots 

They consist of multiple rectangular slots, each having a similar length and width, 
that are etched on the surfaces of the hollow pyramidal absorber. These slots may be 
added to all walls of the hollow pyramidal absorber or may be added to only specific 
walls of the absorber, depending on the design requirements and the frequency range 
of interest. 

In [5], identical rectangular slots of size 0.3 cm × 2.5 cm have been implemented 
on a hollow pyramidal absorber with two different orientations which are horizontal 
and vertical arrangement, as shown in Fig. 1a, b, respectively. 

The absorption levels for both designs have been measured over the frequency 
range of 1–12 GHz. The results suggest that designs with different slot orientations 
give significantly different absorption performances. In terms of the maximum level 
of absorption, horizontally oriented slots give a lower value of − 35.63 dB compared 
to the vertically oriented ones with− 63.67 dB. Nevertheless, their maximum absorp-
tions occur within the same frequency range of 4–8 GHz (C-band). However, their 
average levels of absorption are highest in the X-band (8–12 GHz) wherein the 
absorption level for the vertical orientation averages at − 25.22 dB compared to the 
lower average of − 19.26 dB for the horizontal orientation. At the lower frequency 
range of 1–2 GHz (L-band), however, better absorption is achieved by using hori-
zontal rather than vertical slots. This is because in the horizontal orientation, the 
longer part of the rectangular opening is located horizontally, thereby giving a wider 
opening for more EM waves having a longer wavelength to enter the absorber.

Fig. 1 Multi-slot in hollow 
absorber structure, 
a horizontal slots, and 
b vertical slots [5] 
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Fig. 2 Three design fractals a Design 1, b Design 2, and c Design 3 [6] 

2.2 Fractal Geometries 

A fractal slot is a type of slot that is constructed using fractal geometry. Fractals 
are self-similar patterns that repeat themselves at different scales, and they can be 
used to create intricate patterns that are highly irregular. The Sierpinski principle is 
employed to create the fractals for a hollow pyramidal absorber [6]. Three different 
fractals having different numbers and sizes of triangular slots have been designed as 
shown in Fig. 2. 

The absorption performances of the three designs are simulated in CST and 
measured at normal incidence in the range of 8–12 GHz. The results show that 
fractal design 3, which has the most number of slots and contains the smallest slot 
size, provides higher absorption compared to designs 1 and 2. Its impedance is more 
stable than the other two designs, thus giving a higher absorption of − 38 dB at 
frequencies ranging from 11 to 12 GHz. It also achieved a wider bandwidth over the 
high-frequency range. This higher absorption is due to the fractal pattern of the Sier-
pinski triangle that creates a highly irregular surface which can increase the surface 
area of the absorber and improve its absorption efficiency. 

2.3 Slot Array 

A slot array refers to a pattern of slots that are cut into the walls of the pyramidal 
structure. In [7], a new slot known as slot radial array has been introduced to enhance 
the absorption of the hollow pyramidal absorber. A slot radial array forms a circular 
or radial pattern and includes other shapes, such as semi-circular, annular, and spiral. 
The slot radial array used in [7] is depicted in Fig. 3.

The effect of adding the slot radial array is tested in the frequency range from 8 to 
12 GHz. The results show that the addition improves the reflectivity from − 7.7 dB
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Fig. 3 Front view of slot 
radial array absorber

to − 14.7. Adding the slot radial array increases the surface area of the absorber, 
which increases the amount of EM energy that can be absorbed. 

2.4 Triangle Slots 

These slots are triangular in shape. They are etched on the surfaces of the hollow 
pyramidal absorber and are arranged in a specific pattern to achieve a desired level 
of absorption over a given frequency range. 

Two designs with different sizes of inverted triangle slots have been presented in 
[8], as shown in Fig. 4. 

The effect of increasing the slot size on the absorption performance has been 
tested at a frequency range of 1–12 GHz. It is shown that changing from the smaller 
to the bigger slot results in the enhancement of absorption performance from − 22.96

Fig. 4 a Design 1 a hollow 
pyramidal absorber with a 
small triangle slot, and 
b Design 2 a hollow 
pyramidal absorber with a 
large triangle slot [8] 
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to − 38.12 dB under the C-band (4–8 GHz). However, in the X-band (8–12 GHz), 
the absorption of the bigger slot is less than that of the smaller slot. This indicates 
that a hollow pyramidal absorber with a smaller slot size performed better at a higher 
frequency. The smaller slot size is also shown to give broader absorption bandwidth. 

3 Discussion 

The slotted technique, which involves adding slots on the pyramidal absorber 
surfaces, has shown significant potential in improving the absorption performance of 
hollow pyramidal absorbers. The shape, size, and orientation can have a significant 
impact on its performance. 

The shape of the slots can affect the propagation and polarization of the incident 
wave that is absorbed. Different slot shapes can have different polarization selectivity. 
For example, a circular slot can be effective for absorbing waves with both linear 
and circular polarization, while a rectangular slot may be better suited for absorbing 
waves with linear polarization [9]. 

Furthermore, the slot size can affect the bandwidth of the absorber. Smaller slots 
can provide a broader absorption bandwidth, while larger slots may provide better 
absorption at specific frequencies. However, larger slots can also reduce the amount 
of energy that is absorbed by the absorber, so it is important to find the right balance 
between slot size and absorption efficiency. 

In addition, the orientation of the slots can affect the polarization and directionality 
of the absorbed waves. For example, if the slots are oriented in a radial pattern, they 
can effectively absorb waves coming from any direction. If the slots are oriented in 
a specific direction, they can be more effective at absorbing waves from the coming 
direction. 

4 Future Work 

Despite the extensive research conducted on a slotted hollow pyramidal absorber, the 
effect of varying the spaces between adjacent slots remains an open area for future 
investigation. Another promising avenue for future work involves the application 
of the meshing technique to create slots with very small sizes, thus facilitating the 
investigation into their potential for broadband absorption. Another approach is the 
use of linearly tapered slots which are used in antenna design. This approach can be 
researched for the ability to provide more uniform absorption performance across a 
wider frequency range. Additionally, nonlinearly tapered slots have been suggested 
as a new alternative, which could further enhance absorption by reducing reflec-
tion and improving impedance matching. Investigating the effectiveness of these 
new approaches represents an important area for future research in the design and 
optimization of slotted hollow pyramidal absorbers.
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5 Conclusion 

Several slot types to enhance the performance and increase the effective bandwidth 
of a hollow pyramidal absorber have been accomplished. The effect of slots’ design 
parameters including the size, shape, and orientation has been discussed. Finally, 
new approaches have been suggested as future work to enhance the absorption and 
broaden the bandwidth of a slotted hollow pyramidal absorber. 
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The Investigation of Perceptual Speech 
5G Wireless Communication Networks 

Tuan Ulfah Uthailah Tuan Mohd Azran, Ahmad Zamani Jusoh, 
Ani Liza Asnawi, Khaizuran Abdullah, Md. Rizal Othman, 
and Nur Idora Abdul Razak 

Abstract 5G technology has taken over the telecommunication industry and there 
are a lot of expectations that come with it considering the Quality of Service (QoS). 
However, the perceptual speech quality in a 5G wireless communication network 
is not yet been investigated. In communication networks, the end-user’s quality has 
traditionally been measured based on radio link measurements such as the Signal 
Interference Ratio (SIR), Bit Error Rate (BER), or Frame Error Rate (FER). However, 
these parameters do not accurately present the perception of the end users. The 
ultimate measure of perceived speech quality is realized through subjective listening 
tests, but this is not practical for real-time day-to-day applications. In recent years, 
objective quality measurement algorithms have been developed to predict subjective 
quality with considerable accuracy. The automated end-to-end PESQ algorithm is the 
ideal addition to the system design to investigate the perceptual speech quality in the 
5G mobile communication networks. The PESQ algorithm is applied as the objective 
measure to get the average of the Mean Opinion Score (MOS). MOS is the score to 
measure the perceptual speech quality ranging from 1 to 5, which is from poor to 
high quality accordingly. Therefore in this paper, the perceptual speech quality in a 
5G communication network will be investigated and analysis of the investigation will 
be presented. MATLAB Simulink platform will be applied for 5G communication 
network simulation. From the result of the investigation, the parameters that adopt to 
improve the perceptual speech quality for the wireless 5G network can be identified 
and hence the perceptual speech quality can be controlled more effectively.
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1 Background 

In general, the definition of speech quality is described as the outcome of the perceived 
speech assessment to achieve the suitability standard with what is expected. As the 
technology evolves, the current 5G communication network needs to be able to reach 
its full potential and capabilities as a successor to the previous mobile technologies. 
Consequently, the 5G services envisioned to enhance the end-users experience have 
been the main focus for network operators to improve the conditions concerning 
the Quality of Service (QoS) parameters such as latency, reliability, and availability 
[1]. Hence, it is needed to investigate the perceptual speech quality in a 5G wireless 
communication network. 

The end-to-end performance measurements in communication systems especially 
regarding the transmission link have shown a relatively progressive stage of speech 
quality analysis. A few of the long-established parameters are the Bit-Error-Rate 
(BER), Signal to Noise Ratio (SNR), and Frame Error Rate (FER). 

Even so, these metrics are non-perceptual parameters irrelevant for expressing the 
perceived speech quality [2] as it is lacking in terms of accuracy when compared to 
the perceptual evaluation method that uses MOS (Mean Opinion Score) as the quality 
scale. Therefore, in this research, the objective of a true speech quality measure is 
achieved by employing perceptual algorithms to analyze and monitor the degradation 
of service from the end user’s perspective in a 5G wireless mobile network. 

2 Background 

5G is the fifth-generation mobile technology premiering first in April 2019 led by 
South Korea, and since then 5G networks have been deployed around the globe, 
covering about 58 countries based on the latest statistic up until June 2021 [3]. For 
economic development purposes, it has become a race against time and resources 
for the telecommunication industry in every country to fully operate the new global 
wireless standard. In order to accommodate the demand for an exceptionally ideal 
and sustainable 5G infrastructure, the requirement for perfect execution of 5G simu-
lation is explored in [4]. The implementation of perceptual speech quality assessment 
is very useful when it comes to outlining the QoS performance of telecommunica-
tion networks. The evaluation method mentioned consists of subjective measures 
and objective measures. The subjective perceptual method uses human subjects to 
evaluate the degraded speech sample given to them through a listening test which is 
not practical for real-time quality monitoring [5]. On the other hand, the objective 
assessment method is computational of complex mathematical models following the 
international standard to measure the perceived quality of speech signals which can
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be categorized into parameter-based and signal-based using the MOS values relative 
to the subjective tests [6]. 

There are two types of objective measure which is the intrusive and non-intrusive 
method. Intrusive methods in objective models comprise both the initial signal and 
compromised signal of the transmitted speech to estimate the perceived speech 
quality [7]. The formation of the model such as the deviation value is exerted 
to measure the MOS estimation of the compared signals [6]. The algorithms that 
fall under intrusive method are Perceptual Speech Quality Measurement (PSQM), 
Perceptual Analysis Measurement System (PAMS), Perceptual Evaluation of Speech 
Quality (PESQ), and the most recently introduced by ITU-T Recommendation P.863, 
Perceptual Objective Listening Quality (POLQA) [8]. 

In contrast with intrusive objective quality assessment, the non-intrusive method 
only uses the processed output signal and compares it with the conceptual framework 
of the model. Therefore, it is an acceptable method for continuous performance 
monitoring of telecommunication networks such as congested network traffic during 
data transmission and system performance degradation [9]. The most recognized 
objective algorithm under ITU-T recommendations for a non-intrusive approach is 
the P.563 [10] and the E-model defined by ITU-T Rec. G.107 [11]. 

PESQ is a conventional model classified as an intrusive method to measure the 
quality of communication systems for end-to-end narrow-band telephone networks 
and speech codecs [12]. The common range of the PESQ score is from − 0.5 to 
4.5. High correlation (> 0.92) using the PESQ measure proves an overly parallel 
outcome with subjective listening tests under different scenarios encountered mostly 
in mobile and voice-over IP applications [5]. 

Consequently, PESQ is a contemporary model system that makes do in most 
applications such as the newly established speech coding algorithms, as well as for 
the analytical interpretation of the tangential quality pertaining to the speech codecs 
(bit rate, input levels, and channel errors). Hence PESQ is applied in this research. 

3 Methodology 

This section emphasizes the research methodology and design planning of the entire 
project to ultimately achieve the true perceptual speech quality of a 5G wireless 
communication network using the PESQ algorithm. For this project, the PESQ algo-
rithm is selected due to its compatibility and efficiency to perform multiple signals 
testing. Figure 1 shows the detailed proposed design of the overall system in percep-
tual speech quality analysis over a 5G mobile network. A total of 25 speech files were 
used as the input signals for the 5G modeled system. To further observe the effect 
of the system on the MOS score, SNR values in the Additive White Gaussian Noise 
(AWGN) channel were varied to correlate with both the MOS and BER values.
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Fig. 1 Block diagram of proposed design of the perceptual speech quality analysis 

Fig. 2 The 5G digital communication system block diagram 

3.1 5G Simulation Model Implementation 

MATLAB Simulink was utilized in this project as the simulator to create the model 
for the 5G communication system. Figure 2 shows the simulation model that adheres 
to the 3GPP 5G standard specification’s characteristics. 

3.2 Simulation Parameters 

The main parameters used in the simulation are shown in Table 1. It should be 
mentioned that during the assessment phase, the received and synthesized speech 
signals at the receiver and transmitter sides will be kept in separate files.



The Investigation of Perceptual Speech 5G Wireless Communication … 299

Table 1 Simulation 
parameters

Modulation 16 QAM 

Channel model AWGN 

Power transmit 1 W  

Waveform CP-OFDM 

NFFT 2048 

Cyclic prefix length 144 

Signal to noise ratio (Eb/No) 5–15 dB 

Total bits transmitted 2025 

Coding LDPC 

3.3 PESQ Simulation 

Perceptual Evaluation of Speech Quality (PESQ)—ITU-T Recommendation P.862 
(version 2.0—29 November 2005) is used to run the program for this section of the 
simulation. The PESQ algorithm will be applied to the received speech file as well as 
the original transmitted file for each simulation to determine the corresponding actual 
PESQ MOS. This analysis will remove the silent areas of the speech signal output. 
The perceptual speech quality will be considered good if the acquired MOS score 
is more than 3.5. The simulation of PESQ needs to be executed using the Microsoft 
Windows Command Prompt. 

4 Results and Analysis 

The result of the 5G model simulation and MOS score assessment with PESQ is 
discussed in detail in this section. The whole block diagram of the transmitter and 
receiver is designed and simulated in the MATLAB Simulink environment. 

For this study, the PESQ MOS values for 25 carefully chosen original speech 
samples are analyzed. Three distinct SNRs in dB values were used to test every 
sample. The output’s average, highest, lowest, and standard deviation were then 
determined and displayed as the final result. Tables 2 and 3 contain the accumulated 
result of the MOS score for raw MOS and mapped MOS-LQO respectively. MOS 
is a mapping function to MOS-LQO as outlined in Recommendation ITU-T P.862.1 
[6].

The lowest MOS score distribution from both tables is seen at a 5 dB signal-
to-noise ratio. This is because the original signal is totally covered up by the high 
noise level, which is why such low MOS values are obtained. It is observed that the 
receiver would degrade severely at SNR values less than 15. 

The average PESQMOS scores obtained are marginally better than the MOS-LQO 
in terms of evaluating quality. The voice quality is nevertheless adequate, with a top 
MOS of 3.361, despite the fact that the expected score of 3.5 and higher was not met.
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Table 2 PESQ MOS result 

SNR (dB) Average PESQMOS Highest score Lowest score Standard deviation 

5 3.0272 3.271 2.454 0.315 

10 3.09404 3.361 2.442 0.314 

15 3.20812 3.353 2.506 0.217 

Table 3 PESQ MOS-LQO (listening quality objective) result 

SNR (dB) Average MOS-LQO Highest score Lowest score Standard deviation 

5 2.87796 3.226 2.08 0.441636 

10 2.97444 3.358 2.066 0.442400656 

15 3.13632 3.346 2.143 0.307557409

5 Conclusion 

In conclusion, the perceptual speech quality for 5G wireless communication network 
is successfully evaluated using the PESQ objective measure. Based on the result, the 
average of the PESQ MOS is 3.361 and is slightly less than the expected result of 
3.5. This may be due to the designed system that has yet to achieve the standard and 
its optimum capacity to perform as a perfect model. In the future, this research could 
be an entry for the service providers to perform reliable network monitoring for 5G 
services. Based on the developed model to obtain the result, the parameters to be 
adopted to improve the perceptual speech quality of the 5G wireless communication 
systems can be identified and hence can be used to control the perceptual speech 
quality more effectively. 
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Comparison of Different Data Detection 
Methods in Orthogonal Frequency 
Division Multiplexing (OFDM) System 

Nur Qamarina Muhammad Adnan, Aeizaal Azman Abdul Wahab, 
Syed Sahal Nazli Alhady, and Wan Amir Fuad Wajdi 

Abstract Orthogonal Frequency Division Multiplexing (OFDM) is a multicarrier 
modulation technique that has been widely used in current technologies due to its 
many advantages. However, OFDM suffers from high Peak to Average Power Ratio 
(PAPR) that can distort OFDM’s good performance. To combat this problem, Selec-
tive Mapping (SLM) was used by many researchers but later discover that SLM 
requires side information (SI) to be transmitted to the receiver and waste the data rate. 
Blind receiver was proposed so that data can be recovered without transmission of SI. 
This paper studies two of the most famously used blind detectors which is Maximum 
Likelihood (ML) and Viterbi Algorithm (VA) and compares their performance. 

Keywords OFDM · PAPR · Selective mapping · Maximum likelihood · Viterbi 
algorithm 

1 Introduction 

Due to rapid innovation of technologies, a reliable and error-free system is needed 
to keep up with high data rates required by current high-end applications such as 
Internet of Things (IoT) and virtual reality (VR) [1, 2]. Orthogonal Frequency Divi-
sion Multiplexing (OFDM) is seen as one of the systems that can fulfill the demand
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of providing high data transmission as it has been utilized by many standards like 
wireless local-area network (WLAN), digital audio/video broadcasting (DAB/DVB), 
long-term evolution (LTE), 4G and 5G [1]. OFDM is a promising multicarrier modu-
lation technique that secures against frequency selective fading since the system 
divides its high data stream into many parallel low data streams with short band-
width and specific frequencies [1–3]. These low data streams are modulated with 
orthogonal subcarriers and help the system to combat the issues of multipath fading 
and time delay [1, 3]. To avoid interferences such as inter-carrier interference (ICI) 
and inter-symbol interference (ISI), OFDM includes guard band between the subcar-
riers [2]. Orthogonality of the subcarriers allow OFDM to accomplish high data rates 
and better Bit Error Rate (BER) performances since they are overlapping each other 
and save the bandwidth used [2]. 

Though been used widely in many applications, OFDM has its own downsides 
and the biggest one is high Peak to Average Power Ratio (PAPR) [3]. This flaw could 
ruin the chances of OFDM to be employed in future technologies. PAPR occurs after 
the signals have been converted to time domain by Inverse Fast Fourier Transform 
(IFFT) and added up together causing peak amplitude to be much higher than the 
average amplitude [3, 4]. The high peak drives the power amplifier of the system into 
non-linear region causing non-linear distortions or out-of-band radiation and ruin the 
orthogonality of the subcarriers [3, 5]. PAPR can be reduced by using complex digital 
to analog converter (DAC) and high-power amplifier (HPA), but it will increase the 
system’s cost and power consumption [3], so it is important to find a way to reduce 
effectively. PAPR reduction techniques can be divided into distortion and distortion 
less method [4]. In this paper, one of the distortions less methods called selective 
mapping (SLM) is used as PAPR reduction technique. In SLM, multiple identical 
signals are generated and multiplied to several different phase sequences. The signal 
with the lowest PAPR value is then chosen to be transmitted to the receiver [6, 7]. This 
method can help to reduce the occurrence probability of the peak power signal [8]. 
The index of the chosen signal needs to be transmitted too as side information (SI) to 
recover the signal at the receiver, but it causes the data rate to be wasted [9, 10]. To 
solve this issue, blind SLM (BSLM) has been proposed so that data can be recovered 
at the receiver without the transmission of SI [10–12]. In this paper, different blind 
detections, which is Maximum Likelihood Estimation (ML) and Viterbi Algorithm 
(VA) will be studied and analyzed. 

2 Methodology 

OFDM uses IFFT and Fast Fourier Transform (FFT) in the transmitter and receiver 
respectively where the transmitted signal from both algorithms can be represented 
by the following equations [1]
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PAPR happens when N subcarriers are added together in phase and cause a very 
high peak power with the power of N times than usual. PAPR can be calculated by 
the following equation [4, 5] 

PAPR{x(t)} = 
max0≤n≤N−1

(|x(t)|2)

E
(|x(t)|2) (3) 

It can be expressed in dB. To evaluate the performance of PAPR reduction method, 
complementary cumulative distribution function (CCDF) is used and defined as the 
probability that the PAPR exceeds the threshold value as can be seen by the following 
equation [5, 6] 

CCDF(PAPR0) = Pr(PAPR > PAPR0) (4) 

where Pr(.) is the probability factor and PAP  R0 represents the threshold value. 
After signal has been mapped into the constellation diagram according to the modu-
lation scheme chosen, elementwise multiplication will be performed between the 
modulated signal and U different phase sequences. In this paper, QPSK modulation 
scheme is used as it can transmit two bits per symbol. After IFFT has been performed 
on the signals, the one with the lowest PAPR value is chosen to be transmitted. At 
the receiver, data detection is performed once the received signal has been converted 
back to frequency domain by FFT. ML is based on exhaustive search [11] estimates 
the data received by calculating the minimum Euclidean distance of received symbols 
with the constellation diagram since correct de-mapping and incorrect de-mapping 
results in different symbol vector [10] using the following equation [12] 

m̃ = arg min 
u=0∼U−1 
c∈�mod

(
ε = 

N−1∑

n=0

∣∣�∗ 
u(n)d(n) − c

∣∣2
)

(5) 

where U is the total number of phase sequences, �∗
u(n) is the conjugated phase 

sequence, d(n) is the received signal and �mod is the original constellation diagram. 
VA also utilizes Eq. (5) for blind detection. ε at time t = T, 0 ≤ T ≤ N − 1 can be 
represented by the following equation [13]

ε(T ) = ε(T − 1) + 
1 

N 
min 

u=0∼U−1 
c∈�mod

∣∣�∗ 
u(n)d(n) − c

∣∣2 (6)
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The first term of above equation represents the path metric at time t and state g,
ε(gt ) and the second term represents the branch metric from state g′ at time t to state 
g at time t + 1 and become ζ

(
g′
t → gt+1

)
. Path metric always begin at t = −1 and

ε(g−1) = 0. The following equation describe how path metric entering the next state 
is chosen

ε(gt+1) = min 
g′
t=0∼Gmax

(
ε
(
g′
tt

) + ζ
(
g′
t → gt+1

))
(7) 

Equations (6) and (7) are repeated until t = N − 1. To determine the surviving 
path metric that provide the optimal state number and optimal sequence, backward 
computation need to be done using the following equations 

gN−1,opt = arg min 
gN−1=0∼Gmax

ε(gN−1) (8) 

gt ′,opt = arg min 
gt ′=0∼Gmax

(
ε(gt ′) + ζ

(
gt ′ → gt ′,opt

))
(9) 

where t ′ = N − 2, N − 3, . . . ,  0. Figure 1 and Table 1 show the flowchart of the 
system with blind detectors and the parameters used in this study respectively. 

Fig. 1 Flowchart of the system with blind detectors 

Table 1 Parameters used 
Parameters Value 

SNR 40 dB 

Frames 100 

IFFT block size 1024 

Channel length 10 

Cyclic prefix length 9 

Fading type Frequency selective fading 

Fade variance 0.5 

Decoding delay 20 

Phase sequences 4
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3 Result and Discussion 

Phase sequences are randomly generated as U ∈ {−1, 1} for SLM and QPSK 
mapping was used for blind estimation. Figure 2 shows BER performance of ML 
and VA. From 0 to 20 dB, both blind detectors provide almost the same result but as 
SNR increases, VA starts to perform better than ML especially when SNR > 30 dB. 
It can be assumed that since VA considers the entire sequence of received bits rather 
than treating each bit in isolation, it requires much more computational than ML and 
results in better BER. The Viterbi algorithm explore all possible paths through the 
trellis diagram while ML typically involves an exhaustive search over all possible 
codewords, which can be impractical for long codes. Both blind receivers perform 
better as SNR increases. Table 2 shows the number of real multiplications and real 
additions needed by both ML and VA. Nb is the number of branches used in VA 
where the maximum is (Gmax )

2 × N . When N = 1024, U = 4 and N_(b(max)) 
= 16,384 with Gmax = 4, ML require 36,868 real multiplication and 52,228 real 
additions while VA require 622,592 real multiplication and 839,685 real additions. 
VA requires much more computation hence it is more time consuming than ML. 
Computational complexity of ML and VA gets higher as the number of N and U 
increases. Figure 3 shows the PAPR performance for both blind detectors. Both ML 
and VA achieve almost the same CCDF value as OFDM’s system without blind 
receiver proving that even by using blind detectors, the performance of SLM is not 
affected and eventually improves the complexity of the technique and saves the data 
rate from being wasted. 

Fig. 2 BER performance of ML and VA
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Table 2 Computational complexity of ML and VA 

Number of real value multiplications Number of real value additions 

Maximum likelihood U × (36N + 1) U × (51N + 1) 
Viterbi algorithm 38 × Nb (51 × Nb) + UN  

Fig. 3 PAPR performance of ML and VA 

4 Conclusion 

The performance of ML and VA was compared in terms of BER, PAPR, and compu-
tational complexity. When SNR is more than 30 dB, VA performs better in terms of 
BER and has more computing complexity than ML. Nearly identical PAPR perfor-
mance is achieved by both blind detectors, ranging from 4.9 to 5 dB. Only one set 
of parameters was applied in this study. The performance of these characteristics on 
blind receivers can be compared by extending them further. 
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A Wideband 3 dB T-Shaped 
Stubs-Loaded Coupler 
for Millimeter-Wave (mm-Wave) 
Beamforming Network Towards Fifth 
Generation (5G) Technology 

Nazleen Syahira Mohd Suhaimi and Nor Muzlifah Mahyuddin 

Abstract This article presents a design of T-shaped stubs-loaded coupler for beam-
forming networks towards the fifth generation (5G) technology. The low-cost, 
lightweight and compact size of the wideband 3-dB T-shaped stubs-loaded coupler 
is proposed at 26 GHz. The symmetrical rectangular-shaped slots and T-shaped stubs 
are introduced in order to achieve the desired coupling values of 3 dB and 90° phase 
difference between output ports. Four symmetrical circular slots are loaded to retain 
the flatness of the differential phase characteristics between 24.75 and 27.25 GHz. 

Keywords Stubs-loaded coupler ·Wideband ·Millimeter wave · Beamforming 
network · Fifth-generation (5G) 

1 Introduction 

Quadrature hybrid coupler is one of the passive components in myriad applica-
tions such as microwave mixers, amplifier circuits and antenna arrays. Although 
the conventional 3-dB quadrature hybrid coupler has advantages in its simplicity 
and ease of fabrication, it suffers from narrow return loss bandwidth owing to the 
parasitic effects at the T- or cross-junctions and unwanted coupling among the adja-
cent low-impedance lines at high operating frequencies. In order to improve return 
losses, two arrays of via holes at the adjacent sides of a C-band directional coupler 
using substrate integrated waveguide (SIW) technique are proposed in [1]. However, 
very small spacing between the via holes need to be taken into account in this work 
to reduce the leakage loss. The coupled lines of the Lange coupler are folded as 
reported in [2]. The smooth swept bends are utilized in the folded Lange coupler to
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reduce the parasitic capacitance. In order to connect the coupled lines of the folded 
Lange coupler, bonding wires are used to act as crossovers. However, the crossovers 
will provide additional inductance. According to another technique in [3], a pair of 
asymmetrical cross-slot patch is developed diagonally on the square patch and the 
horizontal slot is built with a stepped-impedance shape at the end of the slot. Although 
the proposed coupler cannot be described by using the closed-form microstrip line 
theory owing to the complicated field distribution of the etched slots, the length and 
width of the slots are varied and optimized to reroute the electric currents around the 
cross-slots. The topology as proposed in [4] is appropriate to be used in beamforming 
networks such as Butler matrix, Nolen matrix and Blass matrix, whereby four ports 
are placed at the center of the square patch sides. 

In this article, the objective of this work is to construct a 3 dB T-shaped stubs-
loaded coupler for 5G beamforming network that provides low amplitude imbalance 
performances towards 5G technology which requires wideband operation of mm-
wave frequency. The Rogers RT/duroid 5880 substrate with dielectric constant of 
2.2 and substrate thickness of 0.254 mm is implemented in the designs. 

2 Implementation of the Proposed 3 dB T-Shaped 
Stubs-Loaded Patch Coupler 

Physical layouts of the initial and proposed designs of 3 dB T-shaped stubs-loaded 
patch couplers are denoted in Fig. 1a, b. The T-shaped stubs-loaded coupler is 
proposed by constructing a pair of symmetrical cross slots on the square patch.

A pair of symmetrical cross slots with similar lengths (L1 and L2) and widths (W1 

and W2) is developed diagonally on the square patch to perturb the original patch 
resonator [5]. Whilst, a pair of symmetrical rectangular-shaped slots with a dimension 
of W3 × L3 is built at the end of the second cross-slot on the square patch coupler. 
The width W3 of a pair of symmetrical rectangular-shaped slots on the square patch 
coupler should be greater than the width, W2 of the second cross slot. By changing 
the slots’ lengths (L1, L2 and L3) and slots’ widths (W1, W2 and W3), the electric 
currents reroute around the cross-slots, enabling a wideband coupling. Meanwhile, 
four symmetrical circular slots are inductively loaded on the proposed square patch 
couplers to remain flatness of the differential phase characteristics. Each corner of the 
square patch couplers is chamfered to reduce the excess capacitance and unwanted 
reflection, while four ports are placed in the middle of the square patch sides. 

The T-shaped stubs are loaded at every side of the microstrip lines nearby the 
square patch of the couplers in order to improve the s-parameters and differential 
phase characteristics performance within the desired frequency range. The optimiza-
tion and parametric study on slots’ lengths of L1, L2 and L3 as well as T-shaped stubs’ 
lengths of L4 are executed to satisfy a good agreement with the specifications of the 
couplers across the designated frequency range between 25.75 and 26.25 GHz.
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Fig. 1 Physical layout; a initial design; b proposed design of the T-shaped stubs-loaded coupler

The lengths of the microstrip feed lines, L0 at each port of the proposed couplers are 
extended to be 0.62 λg to accommodate a direct connection of receptacle connectors 
as well as no short circuit between center pin of the connectors and microstrip feed 
lines. According to a detailed parametric study, cross slots’ lengths L1, L2 and L3 as 
well as T-shaped stubs’ length of L4 control the coupling values and the transmission 
phase. The optimized lengths’ L1, L2, L3 and L4 dimensions of the proposed 3 dB 
T-shaped stubs-loaded couplers are listed in Table 1. The dimensions of L0, Lt, L5, 
r, W3 and W t are remained constant at 5.29 mm, 2.40 mm, 0.43 mm, 0.17 mm, 0.47 
and 0.79 mm, respectively. While, the widths of W1, W2, W4 and W5 are fixed to be  
0.20 mm due to limited specification of the fabrication.
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Table 1 Length dimensions 
(L1, L2, L3 and L4) of the  
initial and proposed 3 dB 
T-shaped stubs-loaded 
couplers 

Length Dimension (mm) 

C = 1.26 dB C = 1.76 dB C = 3 dB  

L1 2.46 2.47 2.30 

L2 2.46 2.56 2.65 

L3 0.52 0.40 0.40 

L4 0.54 0.50 0.50 

*C = coupler coupling coefficient 

3 Performance Results 

The performance of the initial and proposed T-shaped stubs-loaded coupler are veri-
fied by simulation and measurement, which includes the S-parameters and phase 
differences. The proposed T-shaped stubs-loaded couplers as depicted in Fig. 1b is  
validated by conducting the measurement using a vector network analyzer (VNA). 
As observed in Fig. 2, the simulated return loss, S11 performs less than or equal to 
− 9.15 dB between 24.75 and 27.25 GHz. Meanwhile, the simulated S21 and S41 
are − 3 dB  ± 4.69 and less than − 7.7 dB, respectively. The simulated S21 does not 
perform well on this initial design. Whilst, the simulated S31 is − 3 ± 0.71 dB across 
the designated frequency range. However, the simulation result of S31 is acceptable, 
which depicts a small deviation of ± 0.71 dB between 24.75 and 27.25 GHz. The 
phase difference between output ports is 90° ± 26.9° across 24.75 and 27.25 GHz. 
The resonant frequencies for the minimum amplitude peak of the simulated S11, the  
maximum amplitude peak of the simulated S31 and phase difference are shifted to 
29 GHz. 

As seen in Fig. 3, the proposed 3 dB coupler with loaded T-shaped stubs has good 
simulated performances in terms of return loss and isolation, which are better than

Fig. 2 Simulation results of S-parameters and phase difference for the initial design of 3 dB coupler 
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Fig. 3 Simulation and measurement results of S-parameters and phase difference for the proposed 
3 dB coupler with loaded T-shaped stubs 

17 dB between 24.75 and 27.25 GHz as depicted in Fig. 3. The measured return loss 
and isolation are better than 10 dB and 12 dB across the operated frequency interval 
between 24.75 GHz and 27.25 GHz, respectively. The amplitude imbalance of the 
simulated S21 is ± 0.73 dB, whereas the amplitude imbalance of the measured S21 
is ± 1 dB, respectively. Meanwhile, the simulated and measured S31 are − 3 dB  ± 
− 0.14 dB and − 3 dB  ± −  1 dB, separately. The simulated and measured phase 
imbalances of the phase difference between port 2 and port 3 are 90° ± 2.34° and 
90° ± 5°, individually. 

4 Conclusion 

According to the results obtained in this work, it can be seen that the simulation 
and measurement results of the proposed T-shaped stub-loaded 3 dB coupler are 
acceptable for the mm-wave frequency band between 24.75 and 27.25 GHz with a 
wide frequency bandwidth of 2.5 GHz. By comparing to the initial 3 dB patch coupler 
design, the return losses (S11 and S41) in the proposed coupler have been improved to 
be better than 10 dB, whereas the amplitude imbalance of the insertion loss (S21) has 
been reduced by 3.96 dB within the designated frequency range. Moreover, the phase 
imbalance has been reduced by 21.9° in the proposed coupler compared to its initial 
design. Therefore, the presence of T-shaped stubs offers the better performances and
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low amplitude imbalances of return loss, insertion loss and output phase difference 
which meets the agreement with the objective of this work. 
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Mathematical Modelling of Artificial 
Magnetic Conductor Backed Antenna 
On-Chip Using Response Surface 
Method for 28 GHz Application 

Ahmadu Girgiri , Mohd Fadzil Bn Ain , Abdullahi S. B. Mohammed , 
and Muhammad Bello Abdullahi 

Abstract In recent years, innovation in mobile and wireless communication systems 
has required low-profile, high speed and miniaturized antennas. One of the promising 
of such antennas is Antenna-on-chip (AoC) technology. Research into AoC tech-
nology is increasing as the advent of low-power, low-profile and high-speed tech-
nologies, including handheld devices, wireless sensor networks (WSNs) and internet-
of-things (IoTs) increase. This study proposes a modelling of Artificial Magnetic 
Conductor (AMC)-backed AoC. The model offers an improved gain and radiation 
efficiency focusing on three independent variables: the gap between the patch (Pg), 
patch width (Pw), and the substrate height (hs). The model optimization was realized 
using Response Surface Method (RSM) and developed two output response equa-
tions optimized operating frequency (F0) and the AMC reflection phase (Rp) using 
a Reduced Quartic Model (RQM). Optimized values for the variables Pg, Pw, and 
hs were 0.225 mm, 0.2 mm and 0.25 mm with a gain of 2.89 dBi, 1.83 dBi and 
efficiency of 59% and 46% for the design with and without DRP-AMC. Moreover, 
realizes a bandwidth of 1.24 GHz and 1.2 GHz, respectively. 

Keywords Response surface method · Artificial magnetic conductor · Patch 
width · Patch gap · Substrate height · Dual patch 

1 Introduction 

For decades, an antenna has been a significant technology for wireless communica-
tion systems, triggering EM/RF engineers to develop low-power, miniature, and inte-
grated antennas suitable for recent and future technologies. Most integrated antennas 
were designed and fabricated on high-speed, low-profile material, including CMOS
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and its derivatives. This manuscript presents the development of dual rectangular 
patches (DRP) AMC unit cells for enhancing the radiation efficiency and gain of 
Antenna-on-chip (AoC). The DRP AMC-backed AoC was modelled using Response 
Surface Model (RSM) for achieving an improved radiation efficiency and gain of an 
AoC with independent variables; reflection phase at the upper and lower frequency 
of the AMC surface and the resonance frequency at zero-degree reflection phase [1]. 
Similarly, the patch gap, Pg, patch width Pw, and substrate height hs were considered 
independent variables; likewise, an AMC reflection phase and the frequency from the 
AMC-backed surface are the dependent variables. The independent and the response 
variables were approximated using a Reduced Quartic non-linear regression model 
with significance R-Square and p-values. An analysis of variance (ANOVA) was used 
to observe the model’s significance with and without a DRP-AMC-backed surface. 

2 Artificial Magnetic Conductor Structure 

2.1 Design and Configuration 

AMC is a high-impedance conducting surface designed and acts as an electromag-
netic shield. It is designed to reflect incidence waves from confining into the lossy 
substrate and reduces the effect of surface waves [2, 3]. Besides, other techniques 
like localized backside etching (LBE) improve AoC gain, yet it is attributed to high 
cost of production [4]. However, AMC-inspired AoC realizes high gain and radi-
ation efficiency [5–7]. In [8], a dual dipole patch AMC is proposed and performs 
considerably compared to the single-dipole structured AMC. In this study, a DRP-
AMC-backed AoC realized an increased gain of 36.68%, an efficiency of 22.03% and 
BW of 3.23% over full patch AMC-backed AoC. The modelled DRP AMC-based 
offers better performance than full-patch AMC-backed AoC. However, substantial 
variations in capacitance (C) and inductance (L) were realized due to slight change 
with values of Pg, Pw and hs, causing significant changes in frequency and the reflec-
tion phase. Similarly, the value of L and C can be determined from given Eqs. (1) 
and (2), where Pw and Pg are the patch width and the patch gap, hs is the substrate 
height. 

L = 4π10−7 μhs (1) 

C = 2.82 × 10−12 (1 + ε) cosh 
(2Pw + Pg) 

Pg 
(2) 

F = 1 

2π 
√
LC 

(3)
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BW = 
1 

η
√ L 

C 

(4) 

3 Response Surface-Based Modeling of AMC Structure 

RSM has been used for simple and multiple non-linear regression models, including 
quadratic, cubic, quartic, and similar regression models. This study used a reduced 
quartic model (RQM) to realize the response equations by eliminating the non-
significant high-order variables for the experiment. Equally employed to estimate 
the actual and coded values [9]. Equation (5) shows the general equation for the 
RQM-based non-linear regression function. 

y = βo + β1z1 + β2z2 + β3z3 +β1z
2 
1 + β2z

2 
2 + β3z

2 
3 

+  · · ·  β1z1z
2 
2 + β3z

2 
3z

2 
1 + ε (5) 

where βo is an intercept of the polynomial equation, β1, β2, and β3 are coefficients of 
4th-order regression, and y is the model response. Thus, a general model equation is 
represented by: 

y = β X + ε (6) 

3.1 Selection of Variables 

In AoC-integrated technologies, the device’s performance is based on the significant 
variables liable to the change in the performance of the devices. This model consti-
tutes three independent and two dependent variables. The experimental variables are 
Pw, Pg and hs of the DRP-AMC unit cells (Table 1). 

Table 1 3k level experiment 
values for dd-AMC modelling

Independent factor (mm) Real levels 

− 1 0 1 

Patch spacing, Pg 0.1 0.250 0.4 

Patch width, Pw 0.05 0.225 0.4 

Substrate height, hs 0.05 0.275 0.5
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3.2 Design of Experiment 

As mentioned earlier, this work employs the response surface method for determining 
the effect of the predicting variables. The variables have a significant impact on the 
performance of the DRP-AMC-backed structure. The actual values were normalized 
and coded within a range starting from − 1 to  + 1 through 0 according to Eq. (1). 

Xc = 2Xc  + 
(Xmax  + Xmin) 
(Xmin  − Xmax) 

(7) 

The parameter Xmax and Xmin are the lower and upper boundaries of the actual 
size of the rectangular-shaped patch. Xa represents the actual size of the independent 
variable Xc, which defines the coded value of the independent variable. In this exper-
iment, the actual, max, min and coded values for Pg, Pw and hs were transformed by 
substituting in Eq. (7). 

4 Result and Discussions 

The results from the simulations indicated that a slight increase in the values of the 
variables, patch gap (Pg), patch width (Pw) and substrate height (hs) of the proposed 
DRP-AMC unit cells, led to a significant effect on the performance of the gain and 
efficiency of the AoC. Table 2 contains the output developed equations obtained from 
the reduced-quartic model using DES. The equations are the resonance frequency at 
zero-degree refection and reflection phase at upper and lower degrees. 

Where the coefficients A, B and C from the equation represent; the patch gap Pg, 
patch-width Pw, and substrate height hs. Moreover, the probability P-value achieved 
from the analysis of variance (ANOVA) is less than 0.05, as in Table 3 for both 
equations, which indicates that the model is significant and equally suitable for 
determining the optimum performance of the DRP-AMC unit cell of an AOC at 
28 GHz application.

Table 2 Modelled equations of reflection phase and frequency of modified DRP-AMC 

Response Equation R-square 

Frequency at 0º 

Refection 
phase (F0) 

26.28 + 0.1070A + 0.1041B − 1.65C + 0.0225AB − 0.0175AC − 
0.2350BC + 1.07A2 + 1.33B2 + 0.5256C2 + 0.4259A2B + 
2.64A2C + 0.1855AB2 − 2.11A2B2 

0.9192 

Refection 
phase (RP) 

33.84 + 0.1100A + 0.09511B + 22.86C − 1.51AB − 2.56AC − 
3.80BC − 1.47A2 − 1.22B2 − 0.9334C2 + 21.60A2B + 6.33AB2 + 
AC2 − 59.40A2B2 

0.9990 
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Table 3 ANOVA result for AMC reflection phase and frequency 

Source DF Sum of square Mean of 
square 

F-value P-value 

Response 1: frequency at the reflection phase 

Model-reduced 
quartic 

13 34,104.19 2623.4 448.25 < 0.0001 Significant 

A-patch gap 1 0.0684 0.0684 0.0117 0.9174 

B-patch width 1 0.0512 0.0512 0.0087 0.9285 

C-substrate 
height 

1 0.8712 0.8712 0.1489 0.7129 

AB 1 18.3 18.3 3.13 0.1274 

AC 1 52.43 52.43 8.96 0.0242 

BC 1 115.52 115.52 19.74 0.0044 

A2 1 34.78 34.78 5.94 0.0506 

B2 1 25.46 25.46 4.35 0.0821 

C2 1 10.45 10.45 1.79 0.2298 

A2B 1 1546.74 1546.74 264.28 < 0.0001 

A2C 1 4874.83 4874.83 832.94 < 0.0001 

AB2 1 132.78 132.78 22.69 0.0031 

A2B2 1 10,989.66 10,989.66 1877.75 < 0.0001 

Residual 6 35.12 5.85 

Lack of fit 1 32.4 32.4 59.69 0.0006 

Pure error 5 2.71 0.5428 

Cor total 19 34,139.31 

R2 0.9192 

Response 2:reflection phase 

Model-reduced 
quartic 

13 56.58 2623.4 5.25 0.0259 Significant 

A-patch gap 1 0.0648 0.0684 0.0781 0.7892 

B-patch width 1 0.0613 0.0512 0.0739 0.7949 

C-substrate 
height 

1 15.35 0.8712 18.5 0.0051 

AB 1 0.004 18.3 0.0049 0.9466 

AC 1 0.0025 52.43 0.003 0.9584 

BC 1 0.4418 115.52 0.5327 0.493 

A2 1 13.83 34.78 16.68 0.0065 

B2 1 21.23 25.46 25.59 0.0023 

C2 1 3.32 10.45 4 0.0925 

A2B 1 0.6012 1546.74 0.725 0.4272 

A2C 1 23.13 4874.83 27.89 0.0019

(continued)
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Table 3 (continued)

Source DF Sum of square Mean of
square

F-value P-value

AB2 1 0.114 132.78 0.1375 0.7236 

A2B2 1 14.25 10,989.66 17.19 < 0.006 

Residual 6 4.98 5.85 

Lack of fit 1 0.0221 32.4 0.0223 0.8872 

Pure error 5 4.95 0.5428 

Cor total 19 61.56 

R2 0.9990 

5 Conclusion 

AoC is a low-profile, low-powered, footprint-size antenna; its significance in inte-
grated and emerging systems remains considerable. This study developed a math-
ematical model for evaluating the effect of spacing between a pair of patches Pg, 
patch width Pw and substrate height hs on resonance frequency and reflection phase 
of DRP- AMC backed AoC. The developed model provides two responses by opti-
mizing the variables Pg = 0.225 mm, Pw = 0.2 mm and hs = 0.25 mm. A 4th-order 
reduced quartic model (RQM) non-linear regression function was adopted for the 
optimization. CST suit 3D EM software was used for the design and simulation, and 
a design expert software (DES) was employed to model the result from RSM. Then, 
model fitness was verified by the analysis of variance ANOVA in cognizant with 
R-Square values for the responses. 
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Abstract The direct method for solving the matrix equations in the method of 
moments offers significant advantages in monostatic scattering problems. In this 
paper, the traditional compressive sensing-based method of moments is transformed 
into a direct method, and a fast solution to the monostatic RCS is achieved by 
constructing a low-dimensional reduced matrix equation and LU decomposition 
technique. Since only part of the impedance matrix and the excitation vector are 
involved in the calculation, the filling and solving times in the proposed method 
are significantly reduced. The numerical simulation is performed using the proposed 
method and the traditional characteristic mode basis function method, and the results 
demonstrate that the proposed method can provide higher efficiency. 
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1 Introduction 

The method of moments (MoM) [1] is one of the most efficient numerical methods for 
solving electromagnetic scattering problems. It discretizes the electromagnetic field 
integral equation into a full rank matrix equation. The solution of the matrix equation 
is usually performed by iterative [2] or direct methods [3]. However, for monostatic 
scattering problems, the matrix equation needs to be solved repeatedly for excitation 
sources with different incidence angles. Obviously, the iterative method demands a 
complete iterative procedure for each excitation, which limits the efficiency. And, 
for electrically large objects, the iterative method may also suffer from convergence 
difficulty [4]. In contrast, direct methods, such as the LU decomposition, can avoid 
the convergence difficulty problem, but its high computational complexity is not 
acceptable. 

As an effective direct method, the characteristic basis function method (CBFM) [5] 
allows the matrix equations to be controlled to an acceptable scale by blocking tech-
niques. The low-dimensional reduced matrices it constructs can be LU-decomposed 
and stored in advance. The matrix after decomposition is repeatedly called for solving 
the induced currents under different excitations, thus substantially improving the effi-
ciency of monostatic scattering problem. However, the CBFM must generate a set 
of excitation-independent characteristic basis functions (CBFs) for the construction 
of the reduction matrix. Singular value decomposition techniques can be utilised in 
CBFM to derive excitation-independent CBFs. However, the efficiency is limited 
by the large number of additional excitations set. Considering that the characteristic 
modes (CMs) [6] are independent of the incident excitation, a characteristic mode 
basis function method (CMBFM) [7, 8] is proposed in recent years, which takes the 
CMs instead of the CBFs to improve efficiency significantly. 

On the other hand, the compressive sensing-based MoM proposed in recent years 
can significantly compress the impedance matrix and the excitation vector thus 
reducing the computational complexity. In this technique, both the CBFs and the 
CMs can be used as sparse basis to construct a compressive sensing (CS) model [9– 
11]. However, the reconstruction algorithms used in CS-MoM, such as generalized 
orthogonal matching pursuit (gOMP) algorithm [12], are iterative methods which 
does not facilitate solving monostatic problems. 

This paper presents a new method for fast solving the monostatic scattering 
problem, which combines the CS-MoM and the LU decomposition method. In the 
proposed method, the reconstruction algorithm in CS-MoM is transformed into a 
direct method, that is, the gOMP is reduced to a least squares (LS) procedure. 
A reduced matrix equation similar to that in CMBFM with low dimensions is 
then constructed. Since the CMs is used as the sparse basis, the reduced matrix 
is constructed independent of the excitation and does not need to be repeated in the 
monostatic problem. The proposed method significantly reduces the calculation time 
compared to CMBFM.
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2 Theory of the Proposed Method 

In the MoM, the general form of the matrix equation generated is as follow: 

ZI = V(θ ) (1) 

where Z is the impedance matrix of size N × N , N is the number of unknowns; I 
and V denote the current coefficient vector and the excitation vector, respectively. 
θ is the angle of incidence. For the electrically large problem, the dimension of the 
matrix equation is very large and difficult to be solved by the direct method. Thus, 
the blocking technique is used to divide the object into acceptably smaller blocks. 
Assuming that the object is divided into m blocks, Eq. (1) can be rewritten as the 
following blocking form: 

⎡ 

⎢⎢⎢⎣ 

Z11 Z12 · · ·  Z1m 

Z21 Z22 · · ·  Z2m 
... 

... 
. . . 

... 
Zm1 Zm2 · · ·  Zmm 

⎤ 

⎥⎥⎥⎦ 

⎡ 

⎢⎢⎢⎣ 

I1 
I2 
... 
Im 

⎤ 

⎥⎥⎥⎦ 
= 

⎡ 

⎢⎢⎢⎣ 

V1(θ ) 
V2(θ ) 

... 
Vm(θ ) 

⎤ 

⎥⎥⎥⎦ (2) 

where Zi i  is the self-impedance on block i and Zi j  represents the mutual impedance 
between block i and block j (i, j = 1, 2, 3, . . .  ,  m; i /= j). I and V are the current 
coefficient and the excitation vector on block i respectively. The CMs on each block 
can be derived from the extended self-impedance matrix Ze 

i i  as follow: 

Xi iJi = λRi iJi (3) 

where, λ and Ji represent the eigenvalue and its corresponding CM, respectively. Ri i  

and Xi i  are the real and imaginary parts of Ze 
i i  respectively. The CMs basis functions 

on each block are obtained after selecting based on the modal significance (MS) and 
removing the extended part. Combination of CMs on all blocks as sparse basis J: 

J = 

⎡ 

⎢⎢⎢⎣ 

J1 0 · · ·  0 
0 J2 · · ·  0 
... 

... 
. . . 

... 
0 0  · · ·  Jm 

⎤ 

⎥⎥⎥⎦ (4) 

Ji =
[
J1 i J

2 
i · · ·  JKi 

i

]
(5) 

The current coefficient vector I can be expressed by J as: 

I = Ja (6)
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where a is the sparse projection. According to the CS-MoM, the M rows of Z and 
V are uniformly extracted at a fixed step s as the measurement matrix Z̃ and the 
measurement value vector Ṽ, thus Eq. (1) can be transformed into a CS calculation 
model as follow: 

Z̃Ja =  a = Ṽ(θ ) (7) 

where  = Z̃J is called the sensing matrix. In conventional CS-MoM, the gOMP 
is used to solve for a. However, in practice, lower order CMs correspond to larger 
sparse coefficients, and it is not necessary to use gOMP to iteratively find larger sparse 
coefficients when truncating a certain lower order CMs as sparse basis. Therefore, 
Eq. (7) is an overdetermined system, rather than an underdetermined equation as 
in traditional CS-MoM. Obviously, the least squares method can be employed to 
efficiently solve Eq. (7). To solve the monostatic scattering problem efficiently, we 
divide the least squares method into two steps. First, a low-dimensional reduced 
matrix is constructed as follow:

 H a =  H V(θ ) (8) 

where H is the conjugate transpose matrix of . Letting ZR =  H and VR(θ ) =
 H V(θ ), Eq.  (8) can be rewritten as: 

ZR a = VR (θ ) (9) 

where, ZR is referred to as the reduced impedance of size K × K and VR(θ ) is 
referred to as the reduced excitation vector, K is the number of selected CMs on all 
blocks. The second step is solving Eq. (9) using the LU decomposition method. 

From the above theory it is clear that ZR is independent of the angle of excitation. 
Therefore, ZR can be LU decomposed and stored in advance. For different angles 
θ , only the decomposed matrix is used repeatedly in the calculation, which can 
significantly improve the efficiency of solving monostatic problem. 

3 Numerical Results 

In this section, a perfect electric conductor cylinder model with radius 0.2 m and 
height 1 m is used for simulation calculations. 

A set of plane wave with frequency of 1.2 GHz are set as the incident excitation. 
The model is meshed into 9558 triangular surface elements, and 14,337 unknowns 
are obtained using the Rao-Wilton-Glisson functions discrete electric field integral 
equation. The conventional MoM, CMBFM and the proposed method are used to 
calculate the monostatic RCS of the cylinder, respectively, in which the object is 
divided into 16 small blocks and CMs with MS > 0.001 are selected as sparse basis,
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generating a total of 2062 CMs. The size of the measurement matrix Z̃ obtained 
by extracting with step s = 3 is 4779 × 4779, and the size of the final constructed 
reduction matrix ZR is 2062 × 2062. The results of three methods are plotted in 
Fig. 1. As can be seen, the results of the proposed method agree well with those 
of the traditional MoM and CMBFM. The proposed method can provide excellent 
accuracy. 

The simulation time comparisons are given in Table 1. It can be seen that the 
proposed method reduces the time by 47% in filling the impedance matrix and the 
excitation vector. This is due to the fact that the proposed method does not fill the 
entire impedance matrix and excitation vector, but only the extracted part. Moreover, 
both the constructing reduced matrix and solving time are significantly reduced. The 
total time of the proposed method is reduced by 43%. This demonstrates that the 
proposed method can provide higher efficiency. 

Fig. 1 The monostatic RCS 
of the cylinder 
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Table 1 Comparison of simulation times 

Method Filling 
impedance 
matrix and 
excitation 
time (s) 

Generating 
CMs time (s) 

Constructing 
reduced matrix 
time (s) 

Solving 
current time 
(s) 

Total time (s) 

CMBFM 197.2 14.6 23.6 35.7 271.3 

Proposed 
method 

103.9 14.6 8.1 28.2 154.9
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4 Conclusion 

In this study, a novel method is proposed for fast solving monostatic RCS, which 
combines CS-MoM and LU decomposition. The proposed method transforms the 
traditional CS-MoM from an iterative solution to a direct solution. Specifically, the 
reconstruction algorithm gOMP is simplified to least squares, and a low-dimensional 
reduced matrix equation is constructed which can be solved by LU decomposi-
tion. Benefiting from the incomplete filling of the impedance matrix and the excita-
tion vector, the proposed method can significantly improve the efficiency of solving 
monostatic scattering problems. 

Acknowledgements This work was funded and supported by a Universiti Sains Malaysia (USM), 
Bridging GRA Grant with Project No: 304/PELECT/6316607. 
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Abstract Turbine blades’ metal substrates are often coated with thermal barrier 
coatings made of composites, notably ceramics. Insulation defects, which might lead 
to a catastrophic turbine failure, must be detected by routine non-destructive testing. 
The microwave non-destructive testing has limited spatial imaging, complicating 
the defect evaluation. This research proposes a unique approach for delamination 
detection based on microwave non-destructive testing and k-medoids clustering. 
Using a double-ridged waveguide with 101 frequency points between 18 and 40 GHz, 
a standard ceramic coating sample is scanned. The k-medoids clustering technique 
reliably detects and sizes ceramic insulation delamination at each evaluated site. 
This finding demonstrates the k-medoids clustering method’s capability of detecting 
delamination with 95.3% accuracy. 
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1 Introduction 

It is a common practice to utilize ceramic coatings on turbine blades, vanes, and 
combustors as their resistance to corrosion and high temperatures. The lifespan 
of the ceramic is lowered by debonding and delamination. For this reason, non-
destructive testing (NDT) must be precise and efficient to boost the system’s stability 
and reliability [1]. 

Owing to field penetration constraints when analyzing dielectric materials, NDT 
methods such as eddy current and ultrasonic methods struggle to discover defects 
beneath ceramic coatings [1]. 

The microwave NDT approach is a potentially useful technique for analyzing 
the defects under ceramic coatings [2]. Microwave signals can interact with the 
interior structure of a dielectric. Microwave NDT using Open-Ended Rectangular 
Waveguide (OERW) is a technique that is effective for the under-coating examination 
of delamination [3]. Using a Vector Network Analyzer (VNA), changes in resonant 
frequency, microwave reflection coefficient in magnitude, and phase are utilized to 
image defects. 

However, there are constraints on OERW microwave NDT applications for 
ceramic coatings, such as the inability to provide high-quality spatial imaging and 
erroneous prediction of defect size. Improved defect detection and the ability to 
discriminate the areas with and without defects are both achieved by post-processing 
methods [4]. Furthermore, double-ridged waveguides can be utilized to improve the 
detection process due to their wide bandwidth and small aperture. 

A double-ridged waveguide based on the k-medoids clustering algorithm is 
proposed in this paper for analyzing delamination [5]. The proposed approach 
pinpoints and evaluates the defects. The ceramic sample is swept over by 101 
frequency points in a double-ridged waveguide operating at 18–40 GHz. Inverse 
Fast Fourier Transform (IFFT) converts frequency domain signals to time domain 
signals. In this case, by using Principal Component Analysis (PCA), 101-time steps 
are condensed down to three PCA components. After that, the three PCA components 
are classified into delamination and delamination-free regions using the k-medoids 
approach for imaging underlying defects. 

2 Theoretical Approach 

2.1 Double-Ridged Waveguide 

In this study, a double-ridged waveguide is used rather than a rectangular waveguide 
since it has a larger measuring bandwidth [6]. To improve the spatial resolution, it is 
better to use a probe with a small aperture and broad bandwidth.
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2.2 K-Medoids Clustering Algorithm 

When it comes to classifying observed data into distinct groups, the k-medoids 
clustering algorithm is an unsupervised machine-learning approach worth looking 
into. Clustering using the k-medoids algorithm identifies the representative objects 
and pairs them with the selected similar objects. For optimal clustering, it drastically 
lowers the objective function, Jm, shown  in  (1) [5]. 

Jm = 
k∑

i=1

∑

x∈Si 
d(x, c(i ))2 (1) 

where d stands for the object that best exemplifies the certain centroid. c(i) denotes 
the specific cluster, k is the number of clusters, and S represents the total number of 
data points. 

3 Methodology 

3.1 Macor Sample 

A Macor sample, which is a ceramic-based coating, is used to resemble Thermal 
Barrier Coatings (TBCs). In this study, a Macor sample that was machine-
delaminated is modeled. The test sample is a perfect electric conductor (PEC), insu-
lated with non-porous (0% porosity) and low-loss glass ceramic (Macor) with a 
relative permittivity of 5.67 at 8.5 GHz. 

Figure 1 and Table 1 depict the test sample with delamination depth and size. The 
machine-delaminated dimensions are 20 × 25 mm, 15 × 15 mm, 10 × 10 mm, and 5 
× 5 mm, with depths of 1 to 2 mm. The metal sheet represents the machining defect 
surface, and it is used to exhibit insulation-metal delamination.

3.2 Inspection Technique 

A standard WRD180 double-ridged waveguide is utilized as the microwave sensor. 
Raster scanning is carried out using an XYZ positioner with a step size of 1 mm in 
both x- and y-direction. The probe is set at a distance of 1 mm from the sample under 
evaluation. Figure 2 depicts the arrangement of the inspection system. A 3D matrix 
S (m, n, f ) is used to store the complex coefficient, position, and frequency of the 
sample, where m and n indicate the inspection location and f represent the operating 
frequency point index, which ranges from 1 to 101.
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Fig. 1 The sample under 
test with delamination’s size 
and location 

Table 1 Actual delamination size and depth in fabricated Macor sample 

Macor sample Defect 1 (D1) Defect 2 (D2) Defect 3 (D3) Defect 4 (D4) Defect 5 (D5) 

Delamination 
size (mm2) 

20 × 25 20 × 25 15 × 15 10 × 10 5 × 5 

Delamination 
depth (mm) 

2 1 1.5 1.5 1.5

Fig. 2 Setup of the 
inspection system 

3.3 Microwave Signal Processing 

Delamination inspection and size estimation using the k-medoids clustering algo-
rithm is shown in Fig. 3. A frequency-to-time transformation is performed by IFFT 
for each frequency point, S (m, n).
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Fig. 3 Work frame of double-ridged waveguide with a k-medoids clustering algorithm 

PCA broke down the 101-time steps into three uncorrelated components. After 
that, 100 iterations of the k-medoids are undertaken to fine-tune the clustering results. 
Figure 4 presents the actual delamination defects. The studied coating regions are 
marked with blue and yellow colour in the ground truth, corresponding to defect 
and non-defect zones. The distinction between actual and predicted defect sizes is 
reported, along with the area, error rate, and precision.
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Fig. 4 Actual defect of 
Macor sample 

D3 

D1 D2 

D5 

D4 

4 Results and Discussions 

Table 2 displays the error rate for anticipated delamination under the Macor sample. 
The k-medoids clustering algorithm can identify all five delamination defects. The 
highest precision that can be attained with the k-medoids algorithm is 95.3%. In 
inspecting the defect with a smaller delamination depth, an error rate of 8% is 
achieved when predicting defect D2. This approach has better predictive accu-
racy for bigger delamination. The proposed method can delineate the boundaries 
of the defects. Yet, the projected extent of delamination is substantially greater than 
the delamination’s real size and area. Figure 5 depicts a spatial image utilized for 
k-medoids validation to determine the defect size in the Macor coating. 

The electromagnetic interaction between the open end of the waveguide and the 
defect area causes a larger estimation error in smaller defects. The interaction typi-
cally begins when the defect’s leading edge contacts the waveguide. As a result, the 
variation in the reflection manifests across a region that is greater than the defect by 
a factor that depends on the size of the waveguide’s aperture. The projected defect

Table 2 Clustering data of the k-medoids algorithm 

Actual defect 
size (mm × 
mm) 

Predicted 
defect size 
(mm2) 

Actual defect 
area (mm × 
mm) 

Predicted 
defect area 
(mm2) 

Error rate (%) Accuracy (%) 

20 × 25 21 × 28 500 585 17 95.3 

20 × 25 21 × 27 500 540 8 

15 × 15 19 × 16 225 287 27.6 

10 × 10 13 × 11 100 136 36 

5 × 5 7 × 7 25 37 48
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Fig. 5 Spatial image using a 
k-medoids clustering 
algorithm

D3 

D1 D2 

D5 

D4 

size becomes greater as the defect approaches the aperture. Despite these impreci-
sions, the suggested algorithm offers a straightforward microwave NDT method for 
defect identification and sizing without substantial prior knowledge, which can be 
employed in the industry as part of a standard maintenance schedule. 

5 Conclusion 

The current study introduced a double-ridged waveguide employing a k-medoids 
clustering algorithm for identifying delamination in ceramic coatings. The recom-
mended approach uses microwave reflection coefficients to discover the ceramic 
insulating layer defects. 

In this study, the k-medoids clustering method predicts the defects with 95.3% 
accuracy. K-medoids provide a more precise prediction of the larger delamination. 
Projected delamination zones are bigger than actual defects. The recommended 
approach provides clear demarcation of the defects’ borders. It also involves fewer 
modifications, making it more user-friendly as an in situ microwave NDT system for 
defect detection. In addition to quality assurance in the manufacturing setting, it can 
be used for on-site service checks. 
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Microwave Nondestructive Evaluation 
Using Spiral Inductor Probe 

Danladi Agadi Tonga, Muhammad Firdaus Akbar, 
Ahmed Jamal Abdullah Al-Gburi, Imran Mohd Ibrahim, 
Mohammed Fauzi Packeer Mohammed, 
and Mohammed Mydin M. Abdul Kader 

Abstract Non-Destructive Testing (NDT) techniques are crucial in various civil and 
military applications for detecting and characterizing defects. The NDT methods 
contribute to the sustainability, operational readiness, and overall success of civil 
and military engineering. However, conventional NDT methods need improvement 
to detect delamination in carbon fibre reinforced polymer (CFRP) composite. The 
Microwave NDT method using a spiral inductor probe has the potential to detect a 
hidden or subsurface defect in CFRP. Unlike conventional eddy current NDT method 
that mainly detects surface and near-surface defects. Thus, the sensor can pene-
trate deeper into CFRP, increasing the chance of detecting concealed delamination 
defects. The probe is analyzed using CST Microwave Studio’s computer simulation 
software. The designed spiral inductor exhibits a return loss of -24 dB and resonates 
at 419 MHz. The spatial resolution and sensitivity of the proposed probe are assessed 
using line scans and regression analysis. The probe demonstrates high spatial reso-
lution and sensitivity in detecting defects at depths ranging from 0.5 to 3.0 mm. 
The performance of the proposed probe indicates that resonant frequencies decrease 
proportionally with the depth of the defect. 

Keywords Spiral inductor probe · Simulation · Delamination · And microwave 
nondestructive evaluation
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1 Introduction 

With the introduction of modern composite material, such as carbon fibre reinforced 
polymer (CFRP), that shows remarkable ductility ad adaptability across diverse 
industries, it is imperative to develop an innovative nondestructive testing NDT 
method to inspect the structural integrity of the composite [1]. Nondestructive testing 
(NDT) can be defined as a set of techniques utilized to assess the integrity and quality 
of materials [2]. The NDT methods aim to detect and evaluate the tested sample’s 
defects, flaws, or anomalies [3]. Contrasted destructive testing (ND) refers to a set 
of evaluation methods which causes physical damage to the tested sample [4]. 

The NDT method is intensively used in various industries, such as power plants 
and aerospace [5]. Consistent inspection evaluation of the structural integrity in 
these industries is compulsory, using NDT methods to avoid severe system failure. 
Implementing NDT inspections to evaluate structural damage is essential to minimize 
the maintenance cost and significantly enhance the safety and effectiveness of the 
system [6]. 

Various regularly utilized conventional NDT techniques such as digital image 
correlation, eddy current and ultrasonic [7]. The selection of the methods has relied 
on its benefits and drawbacks. 

Nevertheless, the conventional NDT methods fell short of inspecting and evalu-
ating CFRP composite due to the restriction of field penetration. Thus, an alternate 
inspection method is required to overcome the restrictions of field penetration. 

Compared to conventional NDT methods, microwave NDT has surfaced as an 
inspiring method for assessing CFRP materials [8]. Microwave NDT methods have 
many benefits, such as being user-friendly, less expensive and non-contact. This 
research proposes a microwave NDT method using a spiral inductor probe with a 
square shape. The probe as a resonator allows effective miniaturization and use of 
lower microwave frequencies. 

The SI probe was designed using CST Microwave Studio. The selection of the 
SI probe as the microwave NDT method to evaluate the condition of the CFRP 
composites was based on multiple factors. These factors include low cost and ease 
of design compared to other microwave NDT methods, and it has the advantage of 
using a single port to excite the sensor [9]. 

2 Theoretical Approach 

Theoretical approaches to spiral inductor design provide a foundation for optimizing 
the sensor’s performance and achieving the desired characteristics for detecting 
delamination defects in CFRP composites. By utilizing electromagnetic modelling, 
magnetic field distributions and applying optimization algorithms to enhance the 
sensitivity and spatial resolution of the spiral inductor sensor enabling more accurate 
and reliable defect detection.
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2.1 Spiral Inductor 

This research utilizes a spiral inductor as a near-field imaging technique. The probe 
operates within a narrow frequency band and exhibits resonance. In contrast, non-
resonant near-field imaging techniques operate across broader frequency ranges. The 
detection principle of the resonant spiral inductor is based on the interaction between 
the probe and the specific defect of interest in the near field. This interaction leads 
to variations in the probe’s resonance frequency, enabling defect detection. 

2.2 Inductance 

When an alternating current (ac) flows through a conductor, it produces a magnetic 
field around it. The magnitude of this magnetic field depends on the current amplitude 
and the conductor’s geometry. For spiral inductors, the shape of the coil improves 
the magnetic field generated. 

The equation can calculate the inductance L of a spiral inductor. 

L = μ0μr N 2 A 

(l + 0.5dπ)  
(1) 

where L is the inductance, μ0 is the permeability in free space, μr is the relative 
permeability of the core material, N is the number of turns in the spiral, A is the 
crosssectional area of the spiral coil, where π is a constant, and d is the mean diameter 
of the spiral coil. 

3 Methodology 

3.1 Design of the Spiral Inductor Sensor 

The lower microwave range probe’s design is depicted in Fig. 1 with an 8-turn square 
SI sensor and a 7.1 mm side length. A small loop is created around the SI to stimulate 
it, and both the SI and loop are built from 0.035 mm copper strips on a 1.6 mm thick 
FR4 4.3 substrate. The proposed SI sensor was simulated using CST Microwave 
Studio.

The proposed probe incorporates a loop for feeding the SI while utilizing a 
matching network consisting of a 12pF capacitor (Cn) and two equivalent 2pF capac-
itors (Ca and Cb) to ensure a 50-Ω match. This study’s main objective was achieved 
by simulating the spiral inductor sensor and found to resonate at 419 MHz with a 
return loss of S11 of −24 dB, as shown in Figs. 1 and 2.
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Fig. 1 Proposed design 
spiral inductor probe

Fig. 2 Return loss (S11) in dB of the 3D simulated result of the probe 

3.2 CFRP Sample 

This study employed a CFRP sample in a rectangular plate with 50 mm × 50 mm × 
6 mm (length, width, and thickness). Defects were created on the sample, and the 
proposed probe in Fig. 1 was utilized to examine the depths of the defects, which 
varied from 0.5 to 3.0 mm. A line scan was performed from − 15 to 15 mm in length 
with a step size of 2.5 mm to assess the probe’s sensitivity.
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Fig. 3 Simulation of the near-field probe’s surface current distribution in the x, y plane 

4 Result and Discussion 

4.1 Resolution and Sensitivity of Proposed Spiral Inductor 
Probe 

Specific features of imaging systems are determined by their ability to detect defects. 
The image probe’s near-field sensing region affects its spatial resolution and is influ-
enced by the SI sensor’s geometry. The near-field region of the probe is used to 
assess the magnitude of the surface current and examine the sensing region. Figure 3 
illustrates the surface current distribution over the x, y, and z planes in the near-field 
probes. 

According to the findings, the imaging probe effectively detects surface current 
and exhibits superior spatial resolution in the near field. The surface current distri-
bution in the probe’s plane is symmetric along the x and y axes. The maximum 
positions along the x, y, and z planes, as depicted in Fig. 3, are 12.900, − 2.100, and 
0.035 mm, respectively. Thus, the probe’s spatial resolution performance makes it 
suitable for defect detection during sample scanning. Furthermore, the sensitivity of 
the SI probe was investigated by scanning the depth of the defect sizes, ranging from 
0.5 to 3.0 mm. Six (6) observations were made, with the corresponding resonance 
frequency responses of 409, 404, 401, 399, 398, and 397 MHz, obtained through 
line scanning. A linear regression analysis technique was used to determine the rela-
tionships between the two variables. Figure 4 illustrates the regression analysis plot 
result.

The regression analysis produced an R-squared value of 0.9023 and an R-value 
equation of − 4.571x + 409.39. The R-squared value of 90.23% indicates that the 
defect’s depth can explain variability in resonance frequency. The negative slope of
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Fig. 4 Regression analysis 
of resonant frequency versus 
depth of the defect 
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Fig. 5 Matlab plot of resonance frequency responses against the depth of the defect

the regression line (− 4.517) suggests that the resonance frequency decreases as the 
depth of the defect increases. On the other hand, the line intercept (409.39) reveals 
the resonance frequency when the depth of the defect is 0.5 mm. The results suggest 
that the SI probe used in this study demonstrates a strong sensitivity to the depth of 
the defect. The findings suggest that the probe can identify defects near the inspected 
material. 

Matlab software was also used to plot the data in Table 1. The resonant frequency 
was plotted against the depth of the defect. As the depth of the defect increases, there 
is a decrease in resonant frequency. Therefore, it can be deduced that deeper flaws 
significantly impact the resonant frequency. 

Table 1 Depth of defects and resonant frequency response 

Depth in (mm) 0.5 1.0 1.5 2.0 2.5 3.0 

Resonant frequency in MH 409 404 401 399 398 397



Microwave Nondestructive Evaluation Using Spiral Inductor Probe 347

The result can be valuable in applications such as nondestructive testing, where 
the resonant frequency can indicate the defect’s severity in the inspected material. 

5 Conclusion 

This research describes a novel microwave spiral inductor probe for detecting delam-
ination in CFRP composites. The proposed probe performance shows that resonant 
frequencies decrease in direct proportion to the depth of the defect. This indicates 
that the probe is sensitive to small changes due to a material under taste (MUT) 
defect. 
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Design of a Hairpin SIR Dual-Band 
Bandpass Filter with Defected Ground 
Slots for WLAN Application 

Nur Irdina Rizal, Azniza Abd Aziz, and Intan Sorfina Zainal Abidin 

Abstract An efficient and practical method in designing a dual-band bandpass filter 
operating at 2.4 and 5.2 GHz for WLAN application is presented. The proposed 
filter is designed by utilizing stepped impedance resonator (SIR) in hairpin-line 
configuration to make the structure compact and defected ground slots is introduced to 
attain a high coupling coefficient to enhance the performance of frequency response. 
The proposed design of the dual-band bandpass filter is simulated in CST Studio 
Suite software and fabricated using RO4003C substrate with relative permittivity of 
3.55, thickness of 1.524 mm and loss tangent of 0.002. The simulation result shows 
low insertion loss with 1.42 dB and 1.11 dB, high return loss with 35.74 dB and 
32.67 dB, fractional bandwidth (FBW) of 263 MHz (10.9%) and 349.4 MHz (6.5%) 
respectively at 2.4 and 5.2 GHz. The simulated and experimental results are well 
correlated. The proposed filter has been compared with other designs in this paper 
and demonstrated higher return loss compared to others. 

Keywords Dual-band bandpass filter · Ground slots · SIR 

1 Introduction 

Nowadays, modern wireless communication systems support several standards 
that function under dual-frequency bands. The term dual band can be defined as 
microwave components that are able to operate at two separate frequencies simul-
taneously. For instance, Wireless Local Area Network (WLAN) operates at 2.4 
and 5.2 GHz while Worldwide Interoperability for Microwave Access (WiMAX) 
supports 3.5 and 5.5 GHz. Due to this recent advancement in communication and
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standards, the design of dual-band wireless systems that requires a filter with the 
capability of extracting dual-band signals, is widely encouraged. 

Multiple studies have been done on the methods of realizing the dual-passband 
frequency response. Some of the most commonly used techniques are by connecting 
two separate single passband filters in parallel connection for each independent signal 
path [1, 2] and by separating a wideband frequency response with a notch band by 
using bandstop filter [3]. This approach, however, has drawbacks which required a 
high number of components and large circuit size. In order to significantly minimize 
the size of the filter and the whole system, a single filter with dual-band features, was 
proposed by previous studies conducted by other researchers. One of the approaches 
to realizing a dual-band bandpass filter is by employing a type of resonator with two 
tunable resonator frequencies, which is stepped impedance resonator (SIR) [4–8]. 

The miniaturization of the filter can be further improved by varying the standard 
structure of SIR, which is parallel-coupled microstrip bandpass filter into other com-
pact structures such as hairpin-line, interdigital and combline structures. In this paper, 
by applying the SIR and hairpin-line technique, a dual-bandpass filter applicable for 
WLAN application is proposed, designed, fabricated and measured. In this research 
work, slots were embedded in the ground slots to increase the coupling strength to 
compensate the impractical requirements on the physical dimensions of the filter. 

2 Theoretical Approach 

SIR consists of two or more transmission lines with varying values of characteristic 
impedance. In this research, half-wavelength type of SIR is used, due to its control-
lable spurious response. As shown in Fig. 1, the basic layout of the SIR is composed 
of sections with high impedance Z1 and electrical length θ1 and another two sections, 
each with low impedance Z2 and electrical length of θ2. 

The lower passband of the dual-band filter is created by the fundamental resonance 
frequency which correlates to the total length of the resonator while the higher 
passband is generated by the first spurious response frequency that is adjusted by 
varying its impedance ratio, RZ of the resonator, which is given by Eq. 1 [9], 

RZ = 
Z1 

Z2 
= tan θ1 tan θ2 (1)

Fig. 1 Basic structure of 
half wavelength SIR 
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Fig. 2 Basic layout of parallel coupled SIR dual-band bandpass filter 

The first spurious frequency, f 2 of the SIR is related to the fundamental frequency, 
f 1 as Eq. 2 [9], 

f2 
f1 

= π 
2 tan−1

√
RZ 

(2) 

The SIR dual-band bandpass filter is firstly designed in parallel-coupled configu-
ration, as shown in Fig. 2. Element values of Chebyshev lowpass prototype of three 
poles (n = 3) with a passband ripple of 0.1 dB is utilized in this design. Once the 
fundamental parameters had been specified, the electrical parameters of the parallel-
coupled SIR, such as inverter parameters, characteristic impedances and electrical 
length, are determined. 

3 Methodology 

3.1 Design and Simulation 

In this research, the parallel coupled structure of the filter is then folded into a “U” 
hairpin-line configuration, since Fig. 2 filter is inefficient as it occupies larger area. 
To further minimize the size of the dual band bandpass filter, the layout is slightly 
modified by shifting the resonator so that the parallel couplings of the filter are 
realized by both Z1 and Z2 sections of the SIR. Therefore, the previous spacing 
values, sn, are now invalid due to the additional coupling realized by Z1 sections. 
The new value of spacing between adjacent resonators is determined by the coupling 
coefficient. In order to attain a high coupling coefficient, the coupling separation at 
the first and last stages can be reduced. However, this approach cannot be accurately 
achieved in practice due to the limitation in the fabrication process. 

Therefore, ground slots with a dimension of length LG and width WG are 
embedded below the first and last coupled sections of the hairpin-shaped SIRs as 
illustrated in Fig. 3 to enhance the performance of the passband response. Para-
metric studies on the dimensions of the ground slots are conducted to achieve the
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Fig. 3 a Layout of modified SIR dual-band bandpass filter in hairpin-line configuration. b Bottom 
view of the proposed hairpin SIR dual-band bandpass filter 

optimum performance of the dual-passband response at the targeted center frequen-
cies. Therefore, the values of LG and WG at 14.896 and 9.082 mm were chosen for 
the dimension of the ground slot. Due to the slight shifting of the dual-frequency 
responses when ground slots are added in the design, the values of the length of 
hairpin arms, L1 

2 and L
3 
2 are fine-tuned until center frequencies are achieved. 

3.2 Fabrication 

The final layout of the proposed filter is then fabricated on Rogers RO4003C material 
with ϵr of 3.55 and thickness, h of 1.524 mm. SMA connectors are properly soldered 
into the feeding lines of the filter as illustrated in Fig. 4. Based on the simulation 
results the final structure is fabricated to compare with the simulation results, W 1 2 = 
2.368, L1 

2 = 8.8, W 1 1 = 1.871, W 1 1 = 3.18, W 2 1 = 2.142, WG  = 14.896, LG  = 
9.082(unitmm). The fabricated filter is measured by using a vector network analyzer 
to compare the performance of the simulated and measured dual-passband response 
in terms of insertion loss and return loss. 

Fig. 4 a Top view and b back view of proposed hairpin SIR dual-band bandpass filter fabricated 
on RO4003C
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4 Result and Discussion 

The performance of the measured return loss and insertion loss showed well-match 
data between simulation and measurement as illustrated in Fig. 5. The measured 
return loss showed a slight decrease as compared to the simulated values, but the 
values still exhibited more than 25 dB. The measured center frequencies of the filter 
were slightly shifted from the simulated values at 2.404 and 5.3434 GHz to 2.35 and 
5.41 GHz respectively. The small frequency discrepancies between the simulated and 
measured results may be caused by the unpredictable fabrication tolerance, imperfect 
cutting of the filter board and problems with soldering of the SMA connectors to 
the input and output feeding line. The measured 3-dB fractional bandwidth for the 
two passbands also showed well-correlated result with a slight deviation between 
the simulation values at 263 MHz (10.9%) and 349.4 MHz (6.5%) to measurement 
result at 166.8 MHz (7.1%) and 315.7 (5.8%). The performance characteristics of 
the simulated and measured filter are then summarized in Table 1. 

The measured proposed filter was also compared to other previously published 
papers, as shown in Table 2. Based on the comparison, it can be observed that 
the proposed dual-band bandpass filter demonstrated the highest return loss at both 
passband frequency responses. The size of the proposed filter is also competitive 
compared to the previous works.

Fig. 5 a Return loss between simulated versus measured. b Insertion loss between simulated versus 
measured 

Table 1 Comparison between simulated and measured results on proposed design 

Description Simulation results Measurement results 

S11 S21 S11 S21 

Magnitude at f 1 and f 2 (dB) 35.74, 32.67 1.4195, 1.1109 28.193, 31.137 1.248, 1.078 

f 1 (GHz) and f 2 (GHz) 2.4040, 5.3434 2.35, 5.41 

FBW (%) 10.9 and 6.5% 7.1 and 5.8% 
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Table 2 Comparison between measured performance of proposed design and previous work 

Ref. Technique f 1/f 2 (GHz) FBW (%) IL (dB) RL (dB) Size (mm2) 

[2] Combination of two 
single bandpass filter 

2.4 /5.2 51.9 /23.3 0.3 /0.7 22.1/20.8 24.4 × 17.5 

[8] Dual passband 
response synthesis 

2.4/5.15 25/16.5 0.5/1 11/9 11.22/13.04 

This work SIRs in hairpin 
structure with ground 
slots 

2.35/5.41 7.1/5.8 1.25/1.08 28.2/31.3 50.46 × 25 

5 Conclusion 

In this paper, a dual-band bandpass filter for WLAN applications at 2.4 and 5.2 GHz 
was proposed designed and simulated by using a new structure, consisting of a type 
of dual-band resonator, SIR, folded in hairpin-line configuration and two rectangular 
slots etched in the ground plane. The design of the bandpass filter was then fabricated 
on dielectric material of RO4003C with substrate permittivity of 3.55 and measured 
by using a vector network analyzer in order to verify the simulated results. The 
performance of the S-parameter of the filter prototype showed a good agreement 
between the simulated and measured results with passband insertion loss, S21 less 
than 1.5 dB and return loss, S11 more than 25 dB. The designed dual-band filter 
has the highest return loss compared to other designs in this paper and the size is 
comparatively acceptable which is suitable for WLAN. 
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A Comparative Analysis of BLE-Based 
Indoor Localization with Machine 
Learning Regression Techniques 

Chia Wei Khor and Nur Syazreen Ahmad 

Abstract Indoor localization has become a crucial area of research due to the 
increasing demand for location-aware applications and services within indoor envi-
ronments. Bluetooth Low Energy (BLE) is a promising technology for indoor local-
ization due to its advantages such as low power consumption and wide compatibility 
with various devices. However, BLE also faces limitations, including its limited range 
and susceptibility to interference from other wireless devices operating in the same 
frequency range. This paper presents a comprehensive comparative analysis of BLE-
based indoor localization techniques using machine learning regression methods. 
Several models, including Boosted Tree, Bagged Tree, Gaussian Process Regres-
sion (GPR), and Support Vector Machine (SVM), are trained and tested using new 
datasets. The results highlight the superior performance of the Boosted Tree model, 
with a root mean squared error (RMSE) of 0.7 m. The study’s findings provide 
valuable insights into the strengths and limitations of different machine learning 
regression techniques for BLE-based indoor localization. 

Keywords Bluetooth low energy · Indoor localization · Low power · RSSI 

1 Introduction 

In recent years, indoor localization has emerged as a vital research area, driven by the 
growing demand for location-aware applications and services in indoor environments 
[1]. Accurate and reliable indoor localization systems are essential for a wide range of 
applications, including asset tracking, navigation, context-aware services, and safety 
management [2, 3]. Among the various technologies employed for indoor localiza-
tion, Bluetooth Low Energy (BLE) has gained significant attention as it provides 
several distinct advantages over other wireless technologies for indoor localization
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[4]. Firstly, BLE offers low power consumption, which is crucial for battery-powered 
devices such as smartphones and wearable devices. Compared to other wireless tech-
nologies like Wi-Fi or cellular networks, BLE consumes significantly less energy, 
allowing for longer battery life and extended operation in indoor localization appli-
cations. This advantage is particularly important in scenarios where devices need 
to be deployed over an extended period without frequent battery replacements [5, 
6]. Secondly, BLE provides excellent compatibility and wide availability across 
various devices. BLE is natively supported by most modern smartphones, tablets, and 
other consumer electronic devices, ensuring a large user base and widespread adop-
tion. This compatibility enables seamless integration with existing mobile devices, 
making BLE-based indoor localization solutions easily accessible and cost-effective. 
Furthermore, the compact form factor of BLE beacons and tags allows for conve-
nient deployment in indoor environments without imposing significant physical or 
aesthetic constraints. 

Despite the mentioned advantages, the BLE also has certain limitations that can 
impact its performance. One of the downsides of BLE is its limited range compared 
to other wireless technologies [7, 8]. BLE signals can be easily attenuated by phys-
ical obstacles such as walls, furniture, and human bodies, leading to signal loss or 
degradation [9]. This limitation can introduce inaccuracies and inconsistencies in 
the localization results, particularly in complex indoor environments with multiple 
obstructions. Furthermore, BLE-based indoor localization can be susceptible to inter-
ference from other wireless devices operating in the same frequency range. Since 
BLE operates in the 2.4 GHz band, which is shared with Wi-Fi, Bluetooth Classic, 
and other wireless technologies, signal interference can occur, leading to degraded 
localization accuracy. Interference from other devices can cause signal collisions, 
packet loss, and increased signal noise, affecting the reliability of the localization 
system. 

To address these limitations and enhance the performance of BLE-based indoor 
localization, machine learning regression techniques offer significant benefits [10– 
14]. Machine learning regression algorithms can effectively model and predict the 
relationship between received BLE signal strength and the corresponding location 
coordinates. By training the regression models on a carefully collected dataset that 
includes both signal strength measurements and ground truth location data, machine 
learning algorithms can learn the complex patterns and variations in the BLE signals. 

The goal of this study is to conduct a comprehensive comparative analysis of BLE-
based indoor localization techniques using machine learning regression methods. 
Several best performing models, namely Boosted Tree, Bagged Tree, Support Vector 
Machine (SVM), and Gaussian Process Regression (GPR) have been trained and 
tested with new datasets obtained in this work. Results demonstrate that the Boosted 
Tree outperform the rest with root mean squared error (RMSE) of 0.7 m. The findings 
of this study are expected to provide valuable insights into the strengths and limi-
tations of different machine learning regression techniques for BLE-based indoor 
localization.
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2 Methodology 

The flowchart of the research is presented in Fig. 1, outlining the key steps followed 
in this study. To conduct the experiment, a house with dimensions measuring 10.72 m 
by 6.3 m was selected as the indoor environment, as depicted in Fig. 2. The house 
comprises three rooms furnished with various items. Within the house, three BLE 
beacons were strategically placed at locations 1, 2, and 3, as indicated in Fig. 2. For  
localization purposes, a BLE tag was utilized as the target. 

During the experiment, the received signal strength indicator (RSSI) values of each 
beacon were recorded continuously for a duration of 20 s. A total of 23 locations 
within the house were systematically recorded and mapped, as illustrated in Fig. 2. 
Among these 23 locations, 19 were marked as reference points (indicated by yellow 
points) and were used for training purposes. The remaining locations, represented 
by red crosses, served as test points to evaluate the performance of the model. These 
recorded locations provide a comprehensive dataset for evaluating the performance 
of the BLE-based indoor localization system.

Fig. 1 The flowchart of the experiment
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Fig. 2 The field layout of the experiment

In this work, five best performing regression models, namely Boosted Tree, 
Bagged Tree, Rational Quadratic GPR, Exponential GPR and Coarse Gaussian SVM, 
were considered. The results are presented in the next section. 

3 Results and Discussions 

Tables 1 and 2 compare the performance of the 5 models in terms of RMSE and R2 

values of the x- and y- coordinates based on the raw RSSI data, while Tables 3 and 4 
compare the performance based on the filtered data. The overall performance where 
both the errors in x and y coordinates are considered is presented in Fig. 3. Based on 
the figure, it is evident that the Boosted Tree with filtered RSSI values outperforms 
the rest with RMSE of 0.70 m, and R2 of 0.82. 

In a study [15] that utilized BLE beacons for indoor localization, the best outcome 
was achieved using the non-linear least square method, which resulted in an average 
error of 1.149 m, which is slightly higher than the error via the Boosted Tree model 
in this work. Thus, it can be concluded that the Boosted Tree can offer a better 
performance for indoor localization with BLE technology.

Table 1 The result for all regression models of X coordinate with non-filtered data 

Model name RMSE validation RMSE test R2 validation R2 test 

Boosted tree 1.055 0.7337 0.85 0.82 

Bagged tree 0.813 0.86143 0.91 0.75 

Rational quadratic GPR 0.606 0.90632 0.95 0.73 

Exponential GPR 0.611 0.89076 0.95 0.74 

Coarse Gaussian SVM 1.4171 0.89177 0.74 0.74
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Table 2 The result for all regression models of Y coordinate with non-filtered data 

Model name RMSE validation RMSE test R2 validation R2 test 

Boosted tree 0.80287 0.73877 0.69 0.77 

Bagged tree 0.56112 0.72793 0.85 0.78 

Rational quadratic GPR 0.43613 0.76782 0.91 0.76 

Exponential GPR 0.44086 0.79208 0.91 0.74 

Coarse Gaussian SVM 1.1437 0.71833 0.38 0.79 

Table 3 The result for all regression models of X coordinate with filtered data 

Model name RMSE validation RMSE test R2 validation R2 test 

Boosted tree 1.0802 0.71707 0.85 0.83 

Bagged tree 0.9156 0.70191 0.89 0.84 

Rational quadratic GPR 0.85351 0.86474 0.9 0.75 

Exponential GPR 0.83523 0.87876 0.91 0.74 

Coarse Gaussian SVM 1.3633 0.9097 0.76 0.72 

Table 4 The result for all regression models of Y coordinate with filtered data 

Model name RMSE validation RMSE test R2 validation R2 test 

Boosted tree 0.86092 0.68576 0.65 0.81 

Bagged tree 0.65793 0.75392 0.8 0.76 

Rational quadratic GPR 0.58748 0.65644 0.84 0.82 

Exponential GPR 0.58851 0.68644 0.84 0.81 

Coarse Gaussian SVM 1.1194 0.67161 0.41 0.81 

0.74 0.70 
0.80 0.820.79 

0.73 0.77 0.800.84 
0.76 0.75 0.790.84 0.78 0.74 0.780.81 0.79 0.77 0.77 

0.00 

0.20 

0.40 

0.60 

0.80 

RMSE test (non-
filtered) 

RMSE test (filtered) R2 test (non-filtered) R2 test (filtered) 

Boosted Tree Bagged Tree Rational Quadratic GPR Exponential GPR Coarse Gaussian SVM 

Fig. 3 The results for all regression models for both non-filtered and filtered data
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4 Conclusion 

In conclusion, the results obtained from this study will serve as a benchmark for future 
research and development efforts in the field of indoor localization. The proposed 
evaluation framework can be extended to explore the performance of other machine 
learning algorithms or alternative technologies, fostering the advancement of indoor 
localization solutions and contributing to the evolution of smart indoor environments. 
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Determination of Anechoic Chamber 
Set-Up Using Simulation Approach: 
A Review 

Roslina Hussin , Mohd Nazri Mahmud , Mohd Fadzil Ain , 
and Nor Zakiah Yahaya 

Abstract In this paper, we review (i) 5 full-wave numerical techniques of modeling 
the anechoic chamber, namely the Method of Moments (MoM), Transmission Line 
Matrix (TLM), Finite Element Method (FEM), Finite Differences Time Domain 
(FDTD) and Finite Differences Frequency Domain (FDFD), (ii) 3 asymptotic numer-
ical techniques which are (a) Geometrical Optics (GO), (b) Physical Optics (PO) and 
(c) Uniform Theory of Diffraction (UTD) and (iii) Ray-tracing technique dealing with 
number of cells of the surface area of the enclosure. The MoM technique formulates 
the equivalent surface or volumetric current. The Finite Differences Time Domain 
(FDTD) is more stable in the computational modeling of EM for inhomogeneous 
materials. We conclude that a combination of a few numerical techniques in the 
computational Electromagnetic (CEM) simulations to the modeling AC from a basic 
Ray-tracing technique to the complex Finite Integral technique (FIT) is available 
under the CST Micro-wave Studio Suite. 

Keywords Full wave anechoic chamber · Finite differences time domain 
(FDTD) · Ray-tracing technique 

1 Introduction 

Typical AC testing is radar cross-section testing, system testing, and electromag-
netic compatibility (EMC) testing. To obtain a reflection-free environment inside the 
AC, the inner surface is installed with absorbing materials to provide an impedance
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matching for reflected waves at all frequencies and angles of incidence. The ideal 
fully anechoic chamber design according to the standard IEEE standard 149 in AC 
is shown in Fig. 1 [1]. 

To set up the AC system, the full-wave numerical techniques are important to 
analyze the outcome of the factors such as the number of cell size (mesh); the 
frequency of the antenna measurements; and the type of source antenna in the AC. 
A comprehensive list for a few full-wave simulation methods used for CEM by 
Deslise [2] such as:—(a) Method of Moments (MOM) and Multilevel Fast Multi-
pole Method (MLFMM) for integral-equation solvers, (b) Finite Element Method 
(FEM), Finite Differences Time Domain (FDTD) and Transmission Line Matrix 
(TLM) or differential-equation solvers. Both solvers investigate the array techniques 
to overcome the electrically massive problem spaces by separating the radiation 
boundaries. Nowadays, those methods can be hybridized to provide a less time-
consuming solution because of the large matrices results. Those methods also need 
enormous amounts of memory and are only suitable for frequencies up to VHF. 
Thus, for higher frequency and reducing simulation complexity and time the ray-
tracing technique known as asymptotic techniques such as:—(a) Geometrical Optics 
(GO), (b) Physical Optics (PO), and (c) Uniform Theory of Diffraction (UTD). These 
methods represent optical refraction, reflection, and propagation in 3D space. 

The advantage of MoM techniques is that they can confine the surface of the 
scattered to a high conducting surface material, and it can derive current density 
from the antenna parameters namely the impedance, gain, radiation pattern, and so 
on. Referring to Mohammed-Aly [3] the drawbacks of the FEM compared to MoM 
is the discretizing of the whole objects instead of surface objects and meshes become 
complex for huge 3D AC structures. It is dependent on the boundaries and the material 
distribution of the problem. On the other hand, FDTD is one of the most popular 
numerical techniques for EM analysis according to Feng et al. [4]. It can generate

Fig. 1 Test setup between rotation DUT and the source (Tx) for antenna characteristic measurement 
[1] 
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a satisfactory result for dispersive dielectric materials applied within or around the 
device, however for high resonant wavelength materials FDFD method technique 
is more suitable. This is because FDTD will take more time to reach the frequency 
domain solution and be inefficient for highly resonant materials. 

The purpose of this paper is to review the numerical techniques for the EM simu-
lation solver commercially available and its application suitable for AC systems 
especially the run time and its approach based on the cell size, frequency, cuboid 
design size, and devices available. 

2 Literature Review 

A discrete model of compact AC shown in Fig. 2 is designed by Kawabata et al 
[5]. It is used to analyze the classical site attenuation (CSA) of the propagating 
characteristic between the receiving and transmitting antennas. The FDTD method 
is applied to dielectric and magnetic material used in the AC model to get the result 
that fulfilled Maxwell’s equations. On the other hand, MoM and ray tracing methods 
are applied for a half-dipole antenna, a short dipole antenna, and the EM absorber. 
The MoM method is calculated by an analytical tool Numerical Electromagnetics 
Code (NEC) for 25 segments of partition of the element. Meanwhile, EM absorbers 
based on ferrite tiles are used to analyze the CSA, and produce the result given in 
Table 1 for cell size, mesh, and calculation time. 

Fig. 2 Model for CSA analysis of 3.5 m H × 4.0 m W X 7.0 m L with cell size for MoM, ray 
tracing, and FDTD methods 

Table 1 Run Time result 
related to cell size and mesh 
of the CSA model analysis 
using MoM, ray tracing, and 
FDTD methods 

Cell size (mm) Mesh Run time (min) 

40 1.54 × 106 70 

20 12.25 × 106 1120 

10 98.00 × 106 N/A
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The result is restricted to 40 mm cell size and frequency range below 100 MHz 
and the computing time of 70 min is still acceptable. It is suggested to include the 
shield door and turntable in the modeling and simulation above 100 MHz where the 
ray-tracing method is applicable. 

FEKO is a commercial software available for modeling and analysis used to 
solve full-wave AC at VHF/UHF frequencies by Campbell et al. [6]. The analysis 
used for design process techniques is FEM for tetrahedral element volume meshing 
technique and PO technique for surface meshing technique (homogeneous dielectric 
properties). For simulation purposes, any type of antenna source model is shown in 
Fig. 3 where λ is the operating wavelength with 25 current sources measuring λ/15 
in length and the desired − 3 dB points angle beam width in both the E-plane and 
H-plane. 

The AC model (refer to Fig. 4.) dimensions are 17'' H × 24'' W × 32.5'' L with 
PEC as the outer shell and pyramidal absorbers patch at the inner side of the AC 
walls. The source antenna dimensions are 6'' H × 6'' W × 6'' L is located 20'' away 
from the receiving wall (right-hand side of Fig. 4a). Meanwhile, for the asymptotic 
PO technique referred to in Fig. 4b, the FEKO limit to analysis for a single material 
is the inner wall of AC. 

The simulation results of those models using FEM and PO methods for frequencies 
between 150 MHz and 2 GHz are listed in Table 2. For 500 MHz frequency only, both 
FEM and PO methods are applied in the FEKO software indicating that FEM takes 
three times longer in run time than PO methods to simulate the results of full-wave 
AC.

Fig. 3 Source antenna 
model that emulated 
radiating pattern with a 
current source and PEC 
reflector (separated by λ/4) 
in the echoic chamber 

Fig. 4 The AC model for a full-wave FEM technique and b asymptotic PO technique 
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Table 2 Run time result 
related to frequency and 
method of numerical used 

Frequency (MHz) Method Run time (min) 

150 FEM 3 

250 FEM 12 

500 FEM 81 

500 PO 27 

1000 PO 77 

2000 PO 271 

Taybi et al. [7] used the high-performance software CST Microwave Studio Suite 
to study AC design using the FEM method for antenna measurement in the frequency 
domain and the FDTD method for the dielectric objects such as EM absorbers in the 
time domain. Furthermore, Finite Integral Technique (FIT) method is applied to a 
cubic elementary mesh discretization in the time domain as shown in Fig. 5 to form 
Eq. 1 with scalar e and bn referred to as E-field and B-flux on the edge and the face 
of the mesh cell. For a large and highly resonant structure, AC with the dimensions 
300 cm H × 300 cm W × 500 cm L, it was found that the FIT method becomes 
unstable. Thus, the EM field of the source is simulated separately with an adequate 
mesh with the exported file as a Huygens source (due to the spherical surface of 
the antenna sources). The auto-regressive (order 3) filter is introduced to calculate 
spectra for time signals and to overcome the equilibrium state problem. For analysis 
justification in AC for each of the sources implies that the error is maximum in the 
structure of the absorbers and 0 dB is the axial ratio of a circularly polarized antenna 
pattern for dipole, open-ended rectangular waveguide (OERWG), and horn sources. 
Table 3 shows the total number of cells (mesh) and run time of each source. 

êl + êk + ê j + êi = 
d 

dx 
bn (1) 

Fig. 5 Cubic elementary 
mesh discretization 

Table 3 Run Time results 
related to source antenna and 
mesh of FEM, FDTD, and 
FIT methods 

Sources antenna Mesh Run time (h) 

Dipole 58 × 106 12.5 

OERWG 61 × 106 14.4 

Horn 64 × 106 4.5
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Table 4 Summary of the reviewed literature 

Literature 
[reference] 

AC size 
(H × W × 
L) 

AC simulations result Gap 

Kawabata 
et al. [5] 

3.5 m × 
4.0 m × 
7.0 m 

Run time (FDTD, MoM, and 
ray-tracing methods) is less time taken 
(in minutes) with the cell size wider 
and the number of cells (mesh) is less 
(Table 1) 

Simulation consideration 
on the cu- boid chamber 
for larger AC size 

Campbell 
et al. [6] 

17'' × 
24'' × 32.5''
(0.4 m × 
0.6 m × 
0.8 m) 

Run time (in minutes) is proportional 
to the fre- quency. For frequency < 
500 MHz (FEM method) and > 
500 MHz to 2 GHz (PO method) 
(Table 2) 

Simulation suitable for 
small sizes and at a lower 
frequency 

Taybi et al. 
[7] 

300 cm × 
300 cm × 
500 cm (3 m 
× 3 m  × 
5 m)  

The FDTD, FEM, and FIT methods 
depend on the source antenna with the 
number of cells (mesh) being high 
(Table 3) 

Simulation consideration 
on the AC system for 
antenna measurement at a 
higher frequency and 
larger AC size 

Based on the run time of the AC simulations from the reviewed literature depends 
on the cell size, mesh, frequency, and source antenna, and the AC size discussed in 
the summary listed in the Table. 4. 

3 Conclusion 

From Table 4, we conclude that the [7] FDTD, FEM and FIT methods can simulate 
an enormous size of overall AC system compared to [5] using FDTD, MoM, and 
ray- tracing methods where the simulation depends on the cuboid chamber and at a 
low frequency (up to 100 MHz). The size for [6] is insignificant compared to [5] and 
[7] as well as the frequency simulated up to 2.0 GHz. Based on the summary, the gap 
to be investigated by the proposed research is to use of the FDTD to shorten the run 
time for simulating larger AC sizes at higher frequencies. It is also suggested by Xu 
et al. [8] that the simulation data can be reused for other methods to save computing 
of the run time. 
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Hybridization of Equilibrium 
and Grasshopper Optimization 
Algorithms 

Ebinowen Tusin Dayo and Junita Mohamad-Saleh 

Abstract This paper presents a new hybrid version which uses the swarming 
behaviour of the Grasshopper Optimization Algorithm (GOA) while Equilibrium 
Optimizer (EO) to guide the search agents towards promising regions of the search 
space. It makes use of the exploration and exploitation abilities of Equilibrium Opti-
mizer to refine the search within the regions. The hybrid approach is based on the 
utilization of GOA to perform a global search of a wider search space during the 
initial phase of the algorithm. The result has shown that this process has effec-
tively controlled the balance between exploration and exploitation during the search 
process and successfully hybridized the two algorithms to outperform the original 
algorithms. 

Keywords Optimization · Grasshopper · Exploration · Exploitation · Swarm 
intelligence 

1 Introduction 

Over the past few years, optimization has become increasingly crucial in solving 
various engineering problems. This includes both single and multiobjective prob-
lems. Essentially, optimization refers to the process of choosing the most optimal 
solution among the available options for a given optimization problem [1, 2]. Driven 
by the hybrid trend, bio-inspired and physics-based algorithms have become an 
increasing research concern due to their continued prominence in engineering [3].
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The hybridization process between GOA and EO algorithms involves combining 
the strengths of both algorithms to improve their performance in solving optimiza-
tion problems [4]. Self-adaptive quantum Equilibrium Optimizer with Artificial Bee 
Colony (SQEOABC) is a new variant of revised and hybridized EO that was proposed 
recently [5]. It incorporates quantum theory and self-adaptive mechanisms into the 
EO’s updating rule for convergence enhancement and further uses the updating mech-
anism of ABC to arrive at the right solution. A new variant of revised EO termed 
a Normalized Mutual Information equilibrium optimizer (NMIEO) [6] incorporates 
the local search strategy on Normalized mutual information and chaotic maps to boost 
the exploitation ability and diversity of the problem as well as enhance the population 
initialization of the standard EO. The conceptualize potent algorithm of combining 
the Modified Grasshopper Algorithm (MGOA) and the Improved Harris Hawks Opti-
mizer (IHHO) for attaining a better balance between the beginning stages of global 
search and the latter stages of global convergence was made possible (MGOA-IHHO) 
[7]. A recent study reveals the use of EO to initialize the GOA population in which the 
author proposed a hybrid algorithm called the Equilibrium Grasshopper Optimiza-
tion Algorithm (EGOA) [8]. The authors showed that EGOA outperformed several 
other optimization algorithms on benchmark functions. In this paper, the “generate 
rate” term from EO was incorporated into the update rule of GOA which invigo-
rates the EO’s ability in exploration, exploitation, and local minima avoidance. This 
eventually enhances their search process and improves their performance. 

1.1 The GOA Algorithm 

The GOA algorithm is inspired by the behaviour of grasshoppers, where individual 
agents move randomly in the search space, but also take into account the position 
and direction of their neighbouring agents. The grasshopper swarm behaviour is 
mathematically modelled and used to calculate the position Xi of each solution as 
follows: 

Xi = Si + Gi + Ai (1) 

where XI defines the position of the ith grasshopper, Si is the social interaction, Gi 

is the gravity force on the ith grasshopper, and AI shows the wind advection. Note 
that to provide random behaviour the equation can be written as Xi = r1 Si + r2 Gi 

+ r3 Ai where r1, r2, and r3 are random numbers in [0, 1].
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1.2 The EO Algorithm 

The EO algorithm was directly inspired by the solution to a simple well-mixed 
dynamic mass balance on a control volume V. In the EO algorithm, the individuals 
would update their positions with the following equation: 

Ci = Ceq + (Ci − Ceq ) · F + 
G 

λV 
(1 − F) (2) 

where Ci is the concentration of ith individual, and Ceq is a randomly selected candi-
date from the equilibrium pool, which was constructed by the four best candidates 
and their average: 

CPool =
{
Ceq(0), Ceq(1), Ceq(2), Ceq(3), Cave

}
(3) 

Cave = 
Ceq(0) + Ceq(1) + Ceq(2) + Ceq(3) 

4 
(4) 

There are two unique control parameters involved in this algorithm, the expo-
nential term F and the generation rate term G. They are formulated following the 
mathematical expressions of the solution: 

F = a1sign (r3 − 0.5)
(
e−λn − 1

)
(5) 

n =
(
1 − t 

max I ter

)(a2 t 
max I ter  ) 

(6) 

G = GC P · (
Ceq − λC

) · F (7) 

GC P =
{
0.5r4 r5 ≥ GP  
0 r5 < GP  

(8) 

r4 and r5 are two other random numbers in the Gauss distribution. 
Invariably, just a randomly selected candidate and the weighted distance between 

it and the current concentration were involved in the updating equation. 

2 Methodology 

The combination of the strengths of both algorithms was used in the hybridization 
process which effectively explores and exploits the search space to find high-quality 
solutions needed. This involves using the “generation rate/Exponential” term from 
EO to control the balance between exploration and exploitation during the local
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Step 4: EO finds best 

local optima from the 

equilibrium pool 

Step 3: Global 

optima are fed into 

equilibrium pool of 

EO 

Step 2: Each swarm 

find its global optima 

Step 14x Swarms 

search space in GOA 

Fig. 1 Four main processes of the hybrid algorithm 

search process. The hybrid approach used the GOA to perform a global search of a 
much wider search space (4×—4 times) during the initial phase of the algorithm by 
using the swarming behaviour of GOA to guide the search agents towards promising 
regions of the search space. Once the search agents have identified promising regions, 
the search is switched to EO to perform a local search within those regions as shown 
in Fig. 1. 

Pseudocode of the Hybrid Algorithm 
The procedures of the proposed hybrid algorithms is given in the following 
pseudocode. 

1. Initialization: number of agents for Swarm1, Swarm2, Swarm3 and Swarm4. 
2. Set values of Swarms: Cmax = [1,0.00001 | 1,0.00005 | 1,0.0001 | 1, 0.0005]. 
3. Set values of Iterations and dimensions for each swarm [100], upper and lower 

bounds [1,0]. 
4. Declare T1, T2, T3 and T4 as best search agent | set  fitness value. 
5. While(1 < Iterations) | (for Each swarm). 
6. Update C (social interaction values). 
7. For each search agent | and Each swarm. 
8. Normalize the distances between search agents. 
9. Update positions of current search agents. 
10. Bring back search agents who got outside of their respective swarms. 

End for.
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11. Update T1, T2, T3 and T4. 
End while. 

12. Input T1, T2, T3 and T4 as Ceq1, Ceq2, Ceq3 and Ceq4 for equilibrium pool Set 
Cavg. 

13. For i = 1: number of global optima-s search agents. 
14. Randomly choose one candidate from the Eq-pool. 
15. Generate random vectors as lambda and R for constructing F and GCP. 
16. F = a1sign(R-0.5)[ Exponential term in EO]. 
17. GCP = limit 0.5R with [Generation term in EO]. 
18. Construct G0 (initial value of GCP value) and G (Control parameter of GCP). 
19. Update concentrations of C = Ceq + (C − Ceq).[F + G0/G]. 

End For. 

3 Results and Discussion 

A set of benchmark optimization problems (F1_CEC2005 to F25_CEC2005) that 
are commonly used to evaluate the performance of optimization algorithms was 
chosen. These problems cover a range of difficulty levels and include both unimodal 
and multimodal functions. The hybrid algorithm was run on each of the benchmark 
problems and its performance was recorded where the quality of the solutions (Large 
real search space) found by the algorithm, its convergence speed and robustness were 
measured. The performance of the hybrid algorithm to other well-known optimiza-
tion algorithms, including GOA and EO to evaluate the effectiveness of the hybrid 
algorithm and determine advantages over the individual algorithms were compared. 

Figure 2 illustrates the benchmarking tests that identify the strengths and weak-
nesses of the hybrid algorithm in terms of swarm size, the accuracy of finding Local 
optima from Global optima and the computational performance of the algorithm.

4 Conclusion and Further Works 

The hybrid approach utilizes the exploration and exploitation abilities of Equilibrium 
Optimizer (EO) to enhance the search process provided by the Global optima of 
swarms in the Grasshopper Optimization Algorithm (GOA) where the “generation 
rate” term from EO was incorporated into the update rule of GOA. This term has 
been shown to invigorate EO’s ability in exploration, exploitation, and local minima 
avoidance. By incorporating this term into GOA, it is possible to enhance its search 
process was enhanced and its performance improves. New hybrids of these algorithms 
will be proposed with other families of swarm intelligence to solve problems in 
various fields.



376 E. T. Dayo and J. Mohamad-Saleh

Fig. 2 a–e Zones (1)–(4): f Global optimum and best optimal value for GOA
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Fig. 2 (continued)
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An Enhanced Double EWMA Chart 
for Monitoring the Process Mean Shifts 

Peh Sang Ng, Sook Yan Goh, Sajal Saha, and Wai Chung Yeong 

Abstract Exponentially weighted moving average (EWMA) chart is one of the well-
known memory-type charts that used in detecting small to moderate disturbances in 
the process mean. In literature, the EWMA chart with auxiliary information concept 
(EWMA-AIC) was shown to outperform the traditional EWMA chart. On similar 
lines, to further enhance the shift detection performance of the EWMA-AIC chart, 
we propose the double exponentially weighted moving average chart with auxiliary 
information concept (DEWMA-AIC) in monitoring the process mean. The Monte 
Carlo simulation is used to compute the run length characteristics of the DEWMA-
AIC chart, which include the average run length (ARL), standard deviation of the run 
length (SDRL) and expected average run length (EARL). The results reveal that the 
DEWMA-AIC chart is more sensitive than the traditional DEWMA and EWMA-AIC 
charts in shift detection. 

Keywords Double EWMA · Auxiliary information concept · Average run length ·
Standard deviation of the run length · Expected average run length 

1 Introduction 

Statistical process control (SPC) is a process improvement procedure that utilize 
statistical techniques to monitor and control the production process. Control chart 
is a prevalent tool in SPC toolkit. The control chart is used to ensure the stability
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of the process by identifying and removing the assignable cause throughout the 
process monitoring. Various applications of control charts are widely applied in 
manufacturing and services sectors, such as the food and chemical industries, clinical 
and diagnostic services and investment sector [1, 2]. 

The Shewhart chart is a well-known chart due to its operational simplicity as 
well as its ability to detect large changes in process mean quickly. However, the 
Shewhart chart is less sensitive in detecting small to moderate changes. This moti-
vates the development of the exponentially weighted moving average (EWMA) and 
the cumulative sum charts by Roberts [3] and Page [4], respectively, which results in 
quick detection of small and moderate changes. To further improve the sensitivity of 
the EWMA chart, the double EWMA (DEWMA) chart which considers the expo-
nential smoothing twice in the plotting statistics was proposed by Zhang and Chen 
[5]. They concluded that the performance of the DEWMA chart is better than the 
EWMA chart. For more recent work on the DEWMA chart, readers can refer to the 
study by Alevizakos et al. [6]. 

The DEWMA chart by Zhang and Chen [5] only considers the information of 
study variable in monitoring the process mean. For efficiently estimating the process 
parameter(s), Riaz [7] suggested the used of auxiliary information based estimator 
that considers both information of auxiliary and study variables in designing the 
Shewhart chart. The Shewhart chart with auxiliary information concept (AIC) was 
shown to surpass the traditional Shewhart chart. Subsequently, Abbas et al. [8] devel-
oped the EWMA-AIC chart and the results show that the proposed chart surpasses the 
traditional EWMA chart in detecting process mean changes. Ng et al. [9] proposed 
the run sum-AIC chart and the results reveal that the competing EWMA-AIC chart 
prevails over the run sum-AIC chart in detecting small changes when the correlation 
between the auxiliary and study variables is less than 0.75. 

In this article, to further enhance the DEWMA chart in detecting small to moderate 
changes in the process mean, we integrate the AIC into the DEWMA chart, named 
as the DEWMA-AIC chart. The Monte Carlo simulation is used to compute the 
run length characteristics of the DEWMA-AIC chart. These run length character-
istics include the average run length (ARL), standard deviation of the run length 
(SDRL) and expected average run length (EARL). The run length performances of 
the proposed chart are then compared with the existing EWMA-AIC chart. 

Hereafter, we present the properties of the DEWMA-AIC chart. In Sect. 3, the  
run length computation, comparison and evaluation are presented. Finally, Sect. 4 
concludes the main findings of the research. 

2 Proposed DEWMA-AIC Chart 

In this section, we extend the work of Zhang and Chen [5] by integrating the  DEWMA  
chart with AIC to efficiently monitor the process mean. Here, the DEWMA chart 
with a single smoothing constant is selected as it gives better performance [5].
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Suppose we have two types of characteristics in a process, say U and V, where 
U is the quality characteristic understudy and V is the auxiliary characteristic that 
is correlated to U. The correlated coefficient between these two characteristics is 
denoted as p. Let assume a bivariate process (Ur , Vr ) at time r follows a bivariate 
normal distribution, that is, (Ur , Vr ) ∼ N2(μU , μV , σU , σV , p) where (μU , μV ) and 
(σU , σV ) are the population means and variances, respectively, for study variable 
U and auxiliary variable V. Note that when the underlying process is in-control, 
μU = μU0. Otherwise, μU = μU0 + δσU = μU1, where δ is the size of the 
standardized mean shift. 

Following Riaz [7], the regression estimator for population mean μU is defined 
as 

QUr = Ur + p
(

σU 

σV

)(
μV − V r

)
(1) 

where Ur and V r are the r th sample means of U and V , respectively, i.e., Ur =
1 
n

∑n 
j=1 Ur, j and V r = 1 n

∑n 
j=1 Vr, j . 

Based on the regression estimator QUr in Eq. (1), the plotting statistic of the 
DEWMA-AIC chart, Dr is obtained as 

Ar = λQUr + (1 − λ)Ar−1, 
Dr = λAr + (1 − λ)Dr−1, (2) 

where λ ∈ (0, 1] is the smoothing constant of the DEWMA-AIC chart and QUr has 
been defined in Eq. (1). The mean and variance for the Dr are then defined as 

E(Dr ) = μU0 (3) 

and 

Var(Dr ) = σ2 
U

(
1 − ρ2

)
λ4 

n
(
1 − (1 − λ)2

)3 [
1 + (1 − λ)2 − (1 − λ)2r

(
r2 + 2r + 1

)

+ (1 − λ)2(r+1)
(
2r2 + 2r − 1

) − r2 (1 − λ)2(r+2)
]
, (4) 

respectively. 
The upper (UCLr ) and lower (LCLr ) control limits of the DEWMA-AIC chart 

are then derived as follows: 

UCLr = μU0 + k 
√
Var(Dr ), (5a) 

and 

LCLr = μU0 + k 
√
Var(Dr ), (5b)
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where the parameter k is the control limit coefficient. 
The implementation steps for the DEWMA-AIC chart with known δ are given as: 

1. Specify the desired values of n, λ, ρ,δ and in-control ARL (ARL0). 
2. Search for k that results in the desired ARL0 using an extensive Monte Carlo 

simulation. 
3. Determine UCLr and LCLr by using Eqs. (5a) and (5b), respectively. 
4. Compute the DEWMA-AIC chart’s plotting statistic Dr as in Eq. (2). 
5. Declare the process as in-control if Dr falls between UCLr and LCLr . Otherwise, 

the process is out-of-control. 

3 Computation and Comparisons of Run Lengths 

Following Alevizakos et al. [6] and Abbas et al. [8], we used the Monte Carlo 
simulation method to compute the run length characteristics such as (i) the ARL and 
SDRL values when the deterministic shift size is known and (ii) the EARL values 
when the deterministic shift size is unknown, for both the DEWMA-AIC and the 
EWMA-AIC charts. Here, the ARL (EARL) is the (expected) average number of 
samples needed to signal an off-target process when the deterministic shift size is 
known (deterministic shift size is unknown). The SDRL gives us the information of 
the stability of the ARL. 

By assuming that the underlying process follows a bivariate normal distribu-
tion, the ARL, SDRL and EARL values of the EWMA-AIC and DEWMA-AIC 
charts are computed where each simulation run comprises of 50 000 replications. 
Table 1 presents the ARL, SDRL and the corresponding parameter k value for the 
EWMA-AIC and DEWMA-AIC charts. We consider n = 5, and different values 
of λ, δ and ρ, where λ ∈ {0.05, 0.10, 0.15, 0.30, 0.50}, ρ = {0, 0.5, 0.95} and 
δ ∈ {0, 0.10, 0.30, 0.50, 1.00, 1.50, 2.00}. Here, the λ values are set to be similar 
to the study by Zhang and Chen [5] for the DEWMA chart, except λ = 0.03, 0.08 
and 0.20 are not considered here due to space constraints. Worth to mention that the 
DEWMA-AIC chart reduces to the traditional DEWMA chart when ρ = 0.

As can be observed in Table 1, the DEWMA-AIC chart generally performs better 
than the DEWMA (i.e., ρ = 0) chart by giving smaller out-of-control ARL (ARL1) 
and SDRL (SDRL1) values for different shift sizes (i.e., δ > 0) across different ρ 
values. In addition, the DEWMA-AIC chart results in smaller (ARL1) and SDRL 
(SDRL1) values when ρ increases. For example, the (ARL1, SDRL1) values for the 
DEWMA-AIC chart are obtained as (47.91, 50.26) for ρ = 0, (39.37, 40.02) for ρ = 
0.50 and (8.28, 7.43) for ρ = 0.95, when λ = 0.05 and δ = 0.10 are considered. This 
shows that the AIC significantly enhances the detection ability of the DEWMA chart 
in process monitoring. Table 1 also shows that an increase in λ results in an increase 
in the ARL1 and SDRL1 values, which means larger samples are needed to detect 
out-of-control situation when λ increases. As expected, the ARL1 and SDRL1 values 
decrease when the shift size increases as a larger shift size can be detected easily and
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Table 1 Run length characteristics of the EWMA-AIC and DEWMA-AIC charts when λ = 
{0.05, 0.10, 0.30, 0.50}, ρ = {0, 0.5, 0.95} and different values of δ at ARL0 = 200 

EWMA-AIC DEWMA-AIC EWMA-AIC DEWMA-AIC EWMA-AIC DEWMA-AIC 

λ = 0.05 
ρ = 0 ρ = 0.50 ρ = 0.95 

δ k = 2.2769 k = 1.7073 k = 2.2767 k = 1.7085 k = 2.2755 k = 1.7091 
0 (200.0, 

216.0) 
(200.1, 244.8) (200.0, 

216.4) 
(200.0, 245.2) (200.0, 

215.9) 
(200.0, 246.4) 

0.10 (57.19, 
55.09) 

(47.91, 50.26) (46.83, 
43.67) 

(39.37, 40.02) (9.65, 7.36) (8.28, 7.43) 

0.30 (10.75, 8.22) (9.22, 8.27) (8.53, 6.35) (7.28, 6.47) (1.84, 0.97) (1.50, 0.86) 

0.50 (4.77, 3.25) (3.96, 3.33) (3.81, 2.50) (3.14, 2.53) (1.10, 0.31) (1.03, 0.18) 

0.75 (2.58, 1.53) (2.08, 1.47) (2.11, 1.17) (1.70, 1.08) (1.00, 0.03) (1.00, 0.01) 

1.00 (1.74, 0.89) (1.43, 0.77) (1.47, 0.67) (1.24, 0.54) (1.00, 0) (1.00, 0) 

1.50 (1.15, 0.37) (1.05, 0.23) (1.05, 0.23) (1.01, 0.12) (1.00, 0) (1.00, 0) 

λ = 0.10 
ρ = 0 ρ = 0.50 ρ = 0.95 

δ k = 2.4782 k = 1.9919 k = 2.4799 k = 1.9896 k = 2.4779 k = 1.9881 
0 (200.0, 

206.3) 
(20.0, 220.64) (200.0, 

206.6) 
(200.1, 220.0) (200.0, 

206.6) 
(200.0, 219.8) 

0.10 (69.61, 
67.15) 

(57.86, 57.55) (57.20, 
54.14) 

(47.12, 45.44) (11.15, 8.24) (9.67, 7.62) 

0.30 (12.42, 9.27) (10.74, 8.56) (9.79, 7.07) (8.50, 6.68) (2.02, 1.06) (1.69, 0.99) 

0.50 (5.41, 3.52) (4.69, 3.51) (4.30, 2.71) (3.70, 2.72) (1.14, 0.36) (1.06, 0.24) 

0.75 (2.88, 1.66) (2.43, 1.64) (2.34, 1.27) (1.95, 1.23) (1.00, 0.04) (1.00, 0.02) 

1.00 (1.91, 0.97) (1.61, 0.90) (1.59, 0.74) (1.35, 0.64) (1.00, 0) (1.00, 0) 

1.50 (1.20, 0.43) (1.09, 0.31) (1.08, 0.28) (1.03, 0.18) (1.00, 0) (1.00, 0) 

λ = 0.30 
ρ = 0 ρ = 0.50 ρ = 0.95 

δ k = 2.7174 k = 2.4678 k = 2.7184 k = 2.4681 k = 2.7193 k = 2.4663 
0 (200.1, 

199.8) 
(200.01 201.7) (200.0, 

199.0) 
(200.1, 202.7) (200.0, 

199.6) 
(200.0, 202.0) 

0.10 (103.7, 
102.7) 

(85.16, 83.47) (88.84, 
87.60) 

(70.57, 68.71) (16.2, 13.81) (12.51, 9.93) 

0.30 (18.28, 
15.91) 

(14.09, 11.41) (13.82, 
11.46) 

(10.87, 8.36) (2.29, 1.21) (2.06, 1.12) 

0.50 (6.80, 4.83) (5.75, 3.85) (5.25, 3.49) (4.54, 2.89) (1.20, 0.42) (1.14, 0.36) 

0.75 (3.36, 1.97) (2.99, 1.76) (2.68, 1.47) (2.41, 1.35) (1.00, 0.06) (1.00, 0.04) 

1.00 (2.15, 1.10) (1.95, 1.03) (1.76, 0.84) (1.60, 0.78) (1.00, 0) (1.00, 0) 

1.50 (1.28, 0.49) (1.20, 0.43) (1.13, 0.34) (1.08, 0.28) (1.00, 0) (1.00, 0) 

λ = 0.50
(continued)
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Table 1 (continued)

EWMA-AIC DEWMA-AIC EWMA-AIC DEWMA-AIC EWMA-AIC DEWMA-AIC

ρ = 0 ρ = 0.50 ρ = 0.95 
δ k = 2.7795 k = 2.6747 k = 2.7805 k = 2.6768 k = 2.7789 k = 2.6747 
0 (200.0, 

198.7) 
(200.0, 199.8) (200.1, 

200.9) 
(200.1, 200.1) (200.1, 

198.7) 
(200.0, 199.6) 

0.10 (126.8, 
126.1) 

(107.3, 106.1) (112.2, 
112.0) 

(92.39, 91.64) (23.13, 
21.46) 

(16.61, 14.6) 

0.30 (26.6, 25.2) (18.99, 16.95) (19.76, 
18.04) 

(14.16, 12.16) (2.47, 1.41) (2.23, 1.18) 

0.50 (8.88, 7.33) (6.77, 4.98) (6.52, 5.05) (5.18, 3.56) (1.22, 0.45) (1.19, 0.41) 

0.75 (3.84, 2.56) (3.29, 1.95) (2.95, 1.80) (2.62, 1.44) (1.00, 0.07) (1.00, 0.06) 

1.00 (2.31, 1.28) (2.11, 1.07) (1.85, 0.94) (1.73, 0.82) (1.00, 0) (1.00, 0) 

1.50 (1.31, 0.53) (1.27, 0.48) (1.14, 0.36) (1.12, 0.33) (1.00, 0) (1.00, 0)

thus out-of-control state can be determined quickly which results in a smaller spread 
in the run length distribution. 

Table 2 presents the EARL values for the DEWMA-AIC and EWMA-AIC charts. 
The implementation steps and the parameters used in computing the EARL values 
are similar to that of the ARL except δ is replaced by (δmin, δmax) = {(0.1, 0.5), (0.5, 
1.0), (1.0, 1.5), (1.5, 2.0)}. The observations found in Table 2 are similar to that of 
the ARL characteristic observed in Table 1. It is found that a smaller value of λ, a  
larger value of ρ or (δmin, δmax) results in a smaller out-of-control EARL (EARL1) 
value.

Based on the run length comparisons in Tables 1 and 2, the DEWMA-AIC chart 
generally outperforms the existing EWMA-AIC chart in detecting off-target process 
by resulting in smaller ARL1 and EARL1 values when the exact shift size is known 
and unknown, respectively. For example, when λ = 0.05, ρ = 0.5 and δ = 0.1 are 
considered in Table 1, the  ARL1 value for the DEWMA-AIC chart is 39.37, which is 
lower than 46.83 for the EWMA-AIC chart. In terms of SDRL1, Table 1 shows that 
the DEWMA-AIC chart gives smaller SDRL1 values than the EWMA-AIC chart for 
most of the cases, which indicates that the run lengths of the proposed chart are closed 
to the ARL1. For instance, when λ = 0.10, ρ = 0.50 and δ = 0.10 are considered, 
the (ARL1, SDRL1) values for the EWMA-AIC and DEWMA-AIC AIC charts are 
obtained as (57.20, 54.14) and (47.12, 45.44), respectively. As a result, based on 
the ARL, SDRL and EARL performances, the proposed chart is shown to be more 
sensitive than the EWMA-AIC chart in shift detection.
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4 Conclusion 

This study improves the efficiency of the DEWMA chart in process shift detection 
by considering the AIC into the DEWMA chart. The run length characteristics such 
as the ARL, SDRL and EARL of the DEWMA-AIC chart are computed by using 
Monte Carlo simulations. The run length comparison reveals that the DEWMA-AIC 
chart is able to detect mean shift substantially quicker than the existing DEWMA 
and EWMA-AIC charts. 
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Face Recognition Attendance 
Management System (FRAMS) 
Algorithm Using CNN Model 

Saw Yang Yi, Mohd Izzat Nordin, and Mohamad Tarmizi Abu Seman 

Abstract This paper discusses the development of the face recognition attendance 
management system, FRAMS. In the development of FRAMS, there are two impor-
tant stages which are face detection algorithm development and face recognition 
algorithm development. In face detection algorithm development, three proposed 
face detection methods which are Viola-Jones Haar Cascade Classifier, Local Binary 
Pattern, LBP and Multi-Task Cascaded Convolutional Neural Networks, MTCNN are 
used to evaluate their performance in terms of face detection accuracy and total detec-
tion time required by those methods. From those experiments, it can be known that 
MTCNN is the best method as it provides a 100% face detection accuracy compared 
to another two proposed methods although the processing time is longer than another 
two methods. In face recognition algorithm development, the pre-trained VGG-16 
CNN model is used to perform transfer learning by loading the train and validation 
image datasets. The confusion matrix is plotted out to evaluate the performance of 
the trained CNN model. The trained VGG-16 CNN model achieved an accuracy of 
99%. Finally, a complete FRAMS has been developed and able to recognise the face 
feature of students with extremely few misclassification mistakes. 

Keywords FRAMS · Face detection ·MTCNN · Face recognition · VGG-16 
CNN model first section 

1 Introduction 

The attendance management system is a system that enables the administration to 
produce daily attendance of the lecture class while not using an inordinate amount of 
time. Face recognition is a biometric technique [1] that is used in a system to match 
the face received from an image or video against the information about the faces
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created by the system administrator. Face recognition necessitated the completion 
of two critical steps: face detection and face identification [2]. In the face detec-
tion process, human facial characteristics are retrieved from picture databases. The 
classifier will carry out the face feature comparison procedure between the humans’ 
faces acquired by the camera and the humans’ faces in the current database during 
the face identification stage. 

Deep Learning is a subset of both machine learning and artificial intelligence 
which can be achieved by using a multilayer neural network to learn data represen-
tations. The deep learning model is used to precise the features and train itself to 
categories itself based on the exact features of the datasets acquired to generate a 
more accurate outcome by using the transfer learning method. 

Because of the Covid-19 epidemic, all face-to-face lectures in schools and colleges 
have been replaced with online-based classes. Traditional methods of collecting 
attendance are not appropriate for use in online classrooms. These situations become 
a challenge to lectures, especially when considering the students’ attendance during 
the live online class [3]. As a result, a Face Recognition Attendance Management 
System (FRAMS) with the integration of deep learning VGG-16 pre-trained models 
is proposed in this paper to overcome the problems faced by lectures especially 
collecting attendance during an online class. The objectives of this paper are to create 
a FRAMS using the Convolution Neural Network (CNN) as the face recognition 
algorithm and to analyse and find out the suitable face detection algorithm to pre-
process the image dataset of the FRAMS and assist FRAMS to detect the face. 

The rest of the paper is organised as follows. Section 3 discusses the result and 
discussions obtained from the research. Finally, the paper is concluded in Sect. 4. 

2 Methodology 

2.1 Image Datasets 

Figure 1 shows the image of Person A, Person B and Person C. Image of Person A 
is taken from the dataset of class HW while the image of person C is taken from a 
dataset of class YY.

2.2 Face Detection Algorithm Development Flow 

The image of person B and person C as shown in Fig. 1b, c will be used to perform 
a single face detection experiment. The image of different facial views will be used 
to perform multiple face detection experiments to evaluate the performance of each 
proposed face detection algorithm in terms of the accuracy of the face detection and 
the detection time which can be expressed in Eq. 1 and Eq. 8 respectively. This idea
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Fig. 1 a Person A, b person B, c person C

of the face detection algorithm development process is inspired by the research paper 
[4–6]. 

Accuracy = N umberof the f acedetectedinimage 

T otalnumberof f  aceintheimage 
× 100% (1) 

Detectiontime  = t f inal  − tini tial (2) 

where t f inal  is the final time is taken and tini tial  is the initial time taken 

2.3 Face Recognition Algorithm Development 

In this stage, the pre-trained VGG-16 CNN model will be used to perform transfer 
learning by loading the pre-processing image train and validation datasets of class 
HW and class YY as shown in Fig. 2 into the model. The epoch used in transfer 
learning is set to 10. The performance of the CNN model is evaluated based on the 
accuracy and the loss plot. 

Fig. 2 Pre-process image datasets of person A and person C
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Fig. 3 Structure of 2 × 2 
confusion matrix 

The confusion matrix as shown in Fig. 2 is plotted out by loading the test datasets 
into the CNN model and several parameters such as Precision, Recall, F1-Score and 
Accuracy will be calculated by using Eqs. 3, 4, 5 and 6 as shown below (Fig. 3). 

Precision, P = T P  

T P  + FP  
(3) 

Recall, R = T P  

T P  + FN  
(4) 

F1 Score = 2 × P × R 
P + R (5) 

Accuracy, A = T P  + T N  

T P  + T N  + FP  + FN  
(6) 

where TP is True Positive, TN is True Negative, FP is False Positive and FN is False 
Negative Once the performance is satisfied, the CNN model will be saved in.dth 
format and will be used in FRAMS program later. 

3 Results and Discussions 

3.1 Results Obtained from Face Detection Algorithm 
Development 

i. Single Face Detection Experiment 

The image of Person B in image of different facial views was used as the non-frontal 
face image while the image of Person C in Figure was used as the frontal face image. 
The result of the frontal face condition experiment and non-frontal face condition 
experiment were shown in Tables 1 and 2 respectively.

By referring to Table 1, it was concluded that those three face detection methods 
performed well when detecting the frontal face.
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Table 1 Result of the frontal face condition experiment 

Frontal face 

Methods used 

Viola-Jones Haar Cascade Classifier LBP MTCNN 

Detection status Face detected Face detected Face detected 

Table 2 Result of the non-frontal face condition experiment 

Non-Frontal Face 

Methods used 

Viola-Jones Haar Cascade Classifier LBP MTCNN 

Detection status Face not detected Face not detected Face detected

By referring to Table 2, it was observed that MTCNN could only detect the 
non-frontal face compared to another 2 proposed methods. 

Table 3 showed the face detection accuracy and the total detection time used by 
each face detection method in Fig. 8 during the multiple face detection experiment 
conducted.

From Table 3, it was observed that MTCNN have a high face detection accuracy of 
100% and zero false case detection compared to another two proposed face detection 
methods. In terms of detection time, MTCNN took the longest time to perform the 
face detection process. 

From the results obtained from single face detection and multiple face detection 
experiments, it could be observed that MTCNN achieved the best performance in 
those two experiments compared to another two proposed face detection methods. 
This is because MTCNN was able to detect either the frontal face or the non-frontal.
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Table 3 Comparison of performance of each face detection methods 

Algorithm used Accuracy (%) Detection time 
(s)True case 

detected 
False case 
detected 

Not detected 

Viola-Jones Haar 
Cascade Classifier 

9 
15 × 100 = 60 1 

15 × 100 = 
6.67 

5 
15 × 100 = 33.33 0.577 

LBP 8 
15 × 100 = 
53.33 

0 
15 × 100 = 0 7 

15 × 100 = 46.67 0.283 

MTCNN 15 
15 × 100 = 
100 

0 
15 × 100 = 0 0 

15 × 100 = 0 1.799

Viola-Jones Haar Cascade Classifier could be detected the face view of 0, 90, 180, 
270, and 360 degrees during the face detection process [5]. LBP was able to detect 
the limited poses of the face and was not sensitive to the small changes in face 
localization. Hence, MTCNN was chosen as the face detection method and would 
be implemented in FRAMS. 

4 Conclusions 

In this research, there are two important stages which are face detection algorithm 
development and face recognition algorithm development. In face detection algo-
rithm development, MTCNN has been chosen as the face detection algorithm which 
will be used in FRAMS later on due to its good performance with 100% of face 
detection accuracy without creating any false condition case compared to another 
two proposed methods which are Viola-Jones Haar Cascade Classifier and LBP. 
In face recognition algorithm development, the VGG-16 model is trained and able 
almost properly identify the two different classes of students’ face features which 
gives the accuracy of 99%. Lastly, a complete FRAMS has been developed and 
able to recognise the face feature of students with extremely few misclassification 
mistakes. Therefore, the objectives of the research are achieved. 
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A Low-Cost Vibration Measurement 
Using MEMS MPU9250 Accelerometer 
with DLPF Filtering 

Mohd Affan Mohd Rosli, Abdul Haadi Abdul Manap, 
and Ahmad Zhafran Ahmad Mazlan 

Abstract Nowadays, the integration of MEMS accelerometer in vibration measure-
ment system such as a condition-based monitoring (CBM) become necessary as it 
is tiny, low in weight, power consumption and cost. The MPU9250 is one of the 
cheapest accelerometers that capable to measure large movements and low frequen-
cies. It also has lower noise level and consumes less energy compared to MPU6050. 
The DLPF enables MPU9250 to be configure by selecting the suitable noise filtration. 
In this study, an experiment is conducted to validate the MPU9250 accelerometer 
measurement with the embedded MEMS accelerometer of smart mobile device. The 
vibration at the end of motorcycle’s handlebar is measured and the result shows that 
the used DLPF filtering enable the MPU9250 to achieve an equal result as embedded 
MEMS accelerometer of smart mobile device. 
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1 Introduction 

In general, accelerometers are intended to measure the acceleration of a mechan-
ical system and widely used in vibration measurement due to its compact size with 
the direct data acquisition obtained. Conventional accelerometers use piezoelectric 
technology in order to make the relative displacement of the mass with respect to the 
base proportional to acceleration. This technology uses a spring and mass system, 
those the natural frequency is significantly higher than the frequency of the measured 
system [1]. Meanwhile, due to the last decade’s tremendous advancements in micro 
machining, it is now feasible to design mechanical elements with overall dimensions 
as small as a few micrometers. Micro Electromechanical Systems (MEMS), which 
contain microstructures, microelectronic parts, and actuators, as well as microsen-
sors, were developed as a result of this to enable the vibration measurement. In navi-
gation applications, gyroscopes, magnetometers, and barometers are often utilized 
the MEMS sensors [2]. These sensors can now be extremely lightweight, power-
efficient, and inexpensively miniaturized to the size of an integrated circuit chip. 
Using similar approaches, an accelerometer with a total size of a few hundred 
micrometers have been developed. These MEMS accelerometers are highly afford-
able and have a very tiny physical size when compared to traditional piezoelectric 
accelerometers. Nevertheless, deterministic, and stochastic noise significantly affects 
MEMS sensors, which is regarded as a very complex issue [3]. Figure 1 shows the 
MEMS-based accelerometer’s architecture. 

Due to the MEMS accelerometers considerable as on-going technological 
advancements, they are now being used in a variety of industrial applications. 
Compared to more conventional uses, some of these accelerometers provide afford-
able alternatives [4]. The price of each accelerometer is based on its capability, and 
they may also incorporate with other devices. The cost of acceleration acquisition 
techniques is not limited to the price of accelerometers (such as real time controller, 
data acquisition software, and workforce for data analysis). Sensors with shorter 
acceleration ranges have lower noise densities but the low-cost MEMS usually have 
higher noise density compared with the traditional commercial alternatives and not 
offering a vast frequency range. Because MEMS accelerometers were not precise 
enough to compete with conventional accelerometers in low acceleration ranges, they

Fig. 1 MEMS 
accelerometer architecture 
[1] 
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Table 1 Characteristic of MPU6050 and MPU9250 accelerometer [2] 

Parameters MPU6050 MPU9250 

Full scale range ± 2 g,  ± 4 g,  ± 8 g,  ± 16 g ± 2 g,  ± 4 g,  ± 8 g,  ± 16 g 
Nonlinearity 0.5% 0.5% 

Cross axis sensitivity ± 2% ± 2% 

Noise spectral power density 400 µg/
√
Hz 300 µg/

√
Hz 

were mostly used in projects with large movements and low frequencies [5]. Based 
on the study, the MPU9250 is the most cost-effective, consumes less energy than 
MPU6050 and has lower noise levels. The price of MPU9250 is just e5.8 compared 
to the priciest MEMS accelerometer; the 3713B112G that cost e2070 [5]. Table 1 
shows the characteristic of the sensors. 

Three-axis accelerometer MPU9250 employs distinct proof weights for each axis. 
Capacitive sensors measure the displacement difference when an axis of acceleration 
generates deformation on the associated proof mass. The design of the MPU9250 
minimizes the sensitivity of the accelerometers to manufacturing variations and 
thermal drift. The scale factor of the accelerometers is calibrated at the produc-
tion and is mostly unaffected by supply voltage [6]. Due to this, the MPU9250 
accelerometer is used in this study to measure the vibration of motorcycle’s handlebar 
with the comparison of available MEMS accelerometer in smart mobile device. By 
applying the DLPF filtering, the performance of the accelerometer is investigated 
and compared. 

2 Methodology 

As shown in Fig. 2a, the MPU9250 accelerometer is connected to the Arduino Uno 
board to measure the acceleration data while the block diagram is shown in Fig. 2b. 
The VCC pin at the accelerometer is connected to the 5 V pin at the Arduino. 
Meanwhile the GND pin for both boards are connected. The SCL and SDA pins are 
attached to the A5 pins, respectively.

The Arduino Uno board shown in Fig. 2 is serially connected to the computer using 
USB port. Using Arduino IDE software, the file library and codes are programmed 
together using PYTHON programming language to enable the acceleration modules 
works. In this study, a single cylinder four stroke engine with 150 cc engine displace-
ment is used. The MPU9250 accelerometer is attached to the non-moveable end of 
the right side of the motorcycle’s handlebar [7], as shown in Fig. 3. The back of the 
accelerometer board is covered using the insulation tape to prevent the pins connected
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Fig. 2 The connection: a MPU9250 and Arduino Uno board for acceleration data measurement; 
b block diagram

Fig. 3 Setup for handlebar vibration measurement: a MPU9250 accelerometer placement at the 
end of handlebar; b connection between the accelerometer, Arduino Uno and computer 

directly to the handlebar metal parts, as the short circuit may be occurred. The impor-
tant part is to make sure the direction of the accelerometer is correct based on x, y 
and z axis. Since the end of the bar is curvy, a high strength rubber band is used to 
securely placed the accelerometer, as show in Fig. 3a, while the complete experiment 
setup is shown in Fig. 3b. 

The measurement is carried out at a constant idle speed of engine at 1650 RPM. 
The sampling rate set at 500 Hz as the MPU9250 supports the rate up to 500 Hz 
only [6]. All three directions of vibration (x, y, and z axis) are measured and display 
using the serial plotter of Arduino IDE output. As discussed earlier, the MEMS 
accelerometer is easily affected by noise [3]. Therefore, in this measurement, 8 
states of noise filtering mode by coded Digital Low Pass Filter (DLPF) is used for 
measurement validation. The validation used embedded MEMS accelerometer in 
smart mobile device and the real-time vibration data is displayed using Seismic 
Vibrations Detector version 1.3.
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Fig. 4 The vibration of handlebar measured by: a MEMS accelerometer in smart mobile device; 
b MEMS accelerometer of MPU9250 without filtering 

3 Results and Discussion 

The vibration measurement values are recorded using the smart mobile device with 
the running idling speed of the motorcycle engine at 1650 RPM. From Fig. 4a, the 
result shows that the peak amplitude Apeak of the acceleration is about 1.1 m/s2. 
Meanwhile, the vibration measurement using MPU9250 accelerometer without any 
filtration shows that, at the same motorcycle’s engine condition, the Apeak of the 
acceleration is about 9.6 m/s2 in z-axis direction, as shown in Fig. 4(b). The large 
difference of Apeak values requires the MPU9250 accelerometer to enable a suitable 
filtering state. 

Figure 5a–h show the handlebar vibration measurement results for all the 8 states 
of DLPF filtering that been selected and measured at each of corresponding running 
engine speed. In this case, the smart mobile device vibration measurement in Fig. 4a 
is taken as reference for data validation. Based on the figures, the most equal vibration 
measurement result of MPU9250 accelerometer compared to the smart mobile device 
accelerometer with he enabled DLPF filtering is occurred at State 5 (Fig. 5(f), with the 
peak acceleration amplitude Apeak of 1.26 m/s2 (14.5% error). This filtering can be 
further tuning at more accurate decimal numbers to achieve lower error percentages 
between both accelerometers. Meanwhile, other DLPF filtering states differences 
between 45 and 445% error.
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Fig. 5 DLPF filtering enable for vibration measurement using MPU9250 accelerometer: a DLPF 
= 0; b DLPF = 1; c DLPF = 2; d DLPF = 3; e DLPF = 4; f DLPF = 5; g DLPF = 6; h DLPF = 7
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4 Conclusion 

This study presents the implementation of low-cost MEMS accelerometer using 
MPU9250 for vibration measurement of motorcycle’s handlebar with the compar-
ison of embedded MEMS accelerometer of smart mobile device. For the accelera-
tion validation, the best noise DLPF filtration is selected at State 5, whereby both 
measured peak acceleration amplitude Apeak is occurred at 1.1 m/s2 and 1.26 m/s2, 
respectively. From the experiment, it is also observed that the vibration movement 
are actively accelerate in y-axis and z-axis acceleration for all mode of configurations. 
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Sampling Methods to Balance Classes 
in Dermoscopic Skin Lesion Images 

Quynh T. Nguyen , Tanja Jancic-Turner, Avneet Kaur, 
Raouf N. G. Naguib , and Harsa Amylia Mat Sakim 

Abstract Convolutional neural networks are used to classify dermoscopic skin 
lesion images. The high accuracy of deep learning models is well documented; 
however, those models do not perform very well on testing (unseen data) sets 
due to imbalanced classes of images. To tackle this problem, over-sampling and 
under-sampling methods are explored in this study. Part 1 of the study focuses 
on the details of these sampling techniques, while Part 2 highlights the architec-
ture of the deep learning model and its performance when using both sampling 
approaches. The results of Part 1 show that through the use of unsupervised learning 
techniques, namely, Hierarchical Clustering, Self-Organizing Maps, and K-Means, 
similar images are clustered, based on the skin lesions’ shape and color. Using 
augmentation for oversampling, 32,731 images are included for the training task 
in total. For undersampling, unsupervised learning techniques suggested 3 or 4 sub-
groups of melanocytic nevi. Going through those clusters, the image background 
color also affects the way unsupervised learning techniques group similar images 
together.
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Keywords Class imbalance · Overfitting · Oversampling · Augmentation ·
Undersampling · Unsupervised learning 

1 Introduction 

Skin cancer is a key health concern with over 10,000 newly reported cases every 
month around the world [1]. Melanoma, the most severe form of skin cancer, repre-
sents under 5% of all skin cancer cases but accounts for 70% of skin cancer mortality 
[2]. Given the cost and discomfort associated with traditional clinical screenings, 
significant research is focused on the automation of skin lesion classification. 

One of the main labelled dermatoscopic image databases used in research for 
building Convolutional Neural Network (CNN) models is provided by the Inter-
national Skin Imaging Collaboration (ISIC) [3]. The ISIC-2018 training dataset 
includes 10,015 images, with 7 classes of skin lesions (2 malignant and 5 benign). 
However, it is heavily imbalanced, with the largest class, melanocytic nevi (nv), 
having almost 60 times more images than the smallest class, dermatofibroma (df ). 

Ensemble Deep Learning models (EDL) of impressive performance have been 
built that can even surpass experienced human experts under controlled conditions, 
however, they underperform on unknown data, a phenomenon known as overfitting. 
Reasons for overfitting are (1) imbalanced data; (2) biased training data with images 
taken primarily from light skinned individuals; (3) images of different quality and 
(4) interclass overlap and intraclass diversity. 

Out of those issues, imbalanced data can be tackled with reasonable resources with 
sampling. In this study, we propose to conduct both oversampling and undersampling 
to create balanced classes of skin lesions. The paper is structured in 4 sections. 
Section 2 provides a literature review; Sect. 3 briefly discusses the methodology; 
while Sect. 4 presents the rationale and results of the three clustering techniques and 
main findings of this first part of the study. 

2 Related Work 

As observed in the survey of published work in [4], skin cancer classification is 
mostly treated as a classical classification problem, without addressing the models’ 
clinical constraints. Our primary interest is in how to deal with overfitting and, 
specifically, with imbalanced datasets which we believe is the main contributing 
factor to overfitting. 

It is commonly agreed that imbalanced datasets adversely impact the performance 
of the classifiers as the learned model is biased toward the majority class to minimize 
the overall error rate [5]. The available methods to deal with imbalanced datasets can 
be classified into algorithmic (internal) or data level (external) [5]. The external inter-
ventions involve either replicating data points of the minority classes (oversampling)
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or forming small samples of the majority classes (undersampling). The advantage of 
using external approaches is that they are easily adaptable and independent of feature 
selection and classification algorithms [5]. There is a controversial school of thought 
related to sampling techniques. For example, in [6], the authors found that over-
sampling resulted in better performance than regularization and dropout in tackling 
overfitting, while in [7], it was concluded that undersampling performed significantly 
better. Since no ground truth was provided for sub-groups of nv by ISIC, it would be 
important to explore whether clustering techniques are able to form any meaningful 
group. Therefore, this study endeavored to use 3 main clustering algorithms to form 
different sub-groups of nv. 

Data augmentation usually involves applying image transformation functions 
such as translation, rotation, or flipping. Decisions on augmentation strategies still 
require human expertise to avoid introducing bias in the training data [8]. While these 
balancing methods are powerful, their utility might be limited to skin lesion datasets 
with substantial imbalance. Repeated sampling from the minority class can increase 
the risk of overfitting. 

One of the issues noted in this dataset is the high occurrence of intraclass variability 
in the largest nevi class, as well as intraclass overlap between nevi and some of 
the smaller classes. Our rationale for attempting various clustering techniques to 
select the nv sample in an under-sampling scenario was that unsupervised learning 
can detect certain salient patterns in the data, and group the images based on their 
similarities. This would result in a more generic “true” class of nv. In 2009, a study 
experimented with various clustering approaches to undersample and improve class 
distributions [9]. Through using MRI neuroimage data, it was demonstrated that 
undersampling using k-medoids (unsupervised learning) for binary classification 
can be an effective way to narrow the gap between sensitivity and specificity [5]. 

3 Methodology 

3.1 Preprocessing Framework 

Several issues related to the images were identified, including hair, vignettes, pen 
marks and air bubbles. For our testing, we split that dataset (70:30) after undertaking 
the pre-processing steps. 

DullRazor package in Python [10] was applied to images manually selected for 
hair removal. Images were resized to the same standard, which was 128 × 128 
pixels. Then they were centre-cropped, if required, to remove vignettes, ink, and 
other artifacts.
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3.2 Balancing Classes Through Over- and Undersampling 

Oversampling Approach: Augmentation 

The purpose of augmenting images is to deal with the problem of skewed classes, 
overfitting, and training image scarcity. As can be seen from Table 1, the nv class 
dominates with approximately 67% of images in the dataset. Hence, augmentation 
aims to match the size of that largest class. Scaling, rotation, shift, horizontal/vertical 
flip, brightness, and contrast were applied in sequential order to all images resulting 
from the previous augmentation of a class (Fig. 1). 

Undersampling Approach 

A second approach applied to deal with unbalanced data was to undersample the 
images of only the nv class. Instead of taking random samples, unsupervised machine 
learning techniques were employed to generate clusters of closely-related images. 
Agglomerative Hierarchical Clustering, K-Means and SOM (Self-Organizing Maps), 
which are more advanced clustering techniques based on Neural Networks and 
recommended for image datasets, were applied. Each cluster was then separately 
fed into the ensemble deep learning (EDL) models in lieu of the nevi class, and the

Table 1 Number of images per class before and after augmentations (SSR: Shift Scale Rotate; HF: 
Horizontal Flip, VF: Vertical Flip, BC: Bright Contrast, Sc: Scaling, R: Rotate, RSS: Rotate with 
Sheer Shifting) 

Images nv mel bkl bcc akic vasc df Total 

Total images 6705 1113 1099 514 327 142 115 10,015 

Train Before 4693 779 769 359 228 99 80 7007 

Train After 4693 4693 4693 4693 4693 4641 4625 32,731 

Validation 2012 334 330 153 99 43 35 3006 

Type of 
Augmentation 

N/A VF, BC, 
RSS 

SSR, VF, 
RSS 

SSR, 
HF, VF, 
RSS 

SSR, 
HF, VF, 
BC, Sc 

SSR, 
HF, VF, 
BC, R, 
RSS 

SSR, 
HF, VF, 
R, RRS 

Fig. 1 Results of hair removal and center-cropping respectively (nv—melanocytic nevi; mel— 
melanoma; bkl—benign keratosis; bcc—basal cell carcinoma; akic—actinic keratosis; vasc— 
vascular; df —dermatofibroma) 
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performance of the model was assessed for accuracy, as well as the gap between 
training and testing accuracy, as a measure of overfitting. 

Agglomerative Hierarchical Clustering 

Principal Component Analysis was applied to reduce the number of dimensions 
and the Euclidean distance metric was used. Using Silhouette Score, the average 
similarity of the samples within a cluster and their distance to other objects in the 
other clusters was measured. Cluster forming using Ward Linkage calculation was 
performed. 

K-Means 

The K-Means clustering technique behaves differently than the Hierarchical one such 
that it looks for centroids of K clusters and evaluates the distance of each point to 
the centroids [11]. The distance method used for K-Means is also Euclidean. 

Self-organizing Maps (SOM) 

SOM uses processing units (neurons) to place centroids on an adjustable map [11]. 
Processing units maintain proximity relationships as they grow. However, this method 
has the advantage of providing data visualization, which helps to understand high 
dimensional data by reducing the dimensions of the data to a map. The parameters for 
this method are the number of dimensions and the radius of neighboring attraction. 

4 Results and Conclusion 

The ISIC-2018 dataset contains various artifacts, which were preprocessed prior to 
feeding images into the EDL models. Hair removal, eliminating vignettes through 
center-cropping, and reducing the size of the original images to 128 by 128 pixels 
were handled. Since the classes of distinct types of skin lesions are not balanced, 
augmentation techniques were applied on all classes, except nv for oversampling. 
Unsupervised learning algorithms were used to create sub-groups of the nv class for 
undersampling. 

For oversampling, since the training dataset size of the nv class is 4693 (70% of 
6705), the target training size of other classes should be in a similar range. The objec-
tive was to create naturally similar additional images of each class, without dupli-
cating them. The training set was increased to 32,731 images after augmentations 
were completed (Table 1). 

Three main clustering methods were utilized: Hierarchical Clustering, SOM, and 
K-Means. The main criterion prior to utilizing those clustering methods is to create 
balanced nv sub-groups. 

The Agglomerative Hierarchical method resulted in 3 sub-classes of nv with a 
reasonable size of 2266 images for cluster 1, 692 for cluster 2, and 3747 for cluster 
3. The K-means method also suggested 3 sub-classes of nv: cluster 1with 3845 
images, cluster 2 with 867, and cluster 3 with 1993. The results of SOM proposed 4
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Fig. 2 Sample of images for each cluster from each clustering method 

sub-classes of nv with 1778 images for cluster 1, 2674 for cluster 2501 for cluster 3, 
and 1752 for cluster 4. 

Note that cluster 1 from the Agglomerative Hierarchical method does not have 
the same label as cluster 1 yielded from the SOM or K-Means method. While the 
unsupervised learning methods suggested 3 or 4 clusters, clinically, there are multiple 
classifications of nevi with 7 or 10 different classes [12]. We are uncertain that all 
those subclasses are represented in the ISIC-2018 dataset, therefore we elected to 
rely on a programmatically derived optimal number of clusters (Fig. 2). 

In conclusion, unsupervised learning techniques demonstrated the ability to sepa-
rate the nv images into several meaningful subclasses based on different features of 
images. Visually, we note that, across all 3 unsupervised learning methods, the nv 
images were grouped based on the color of the lesion itself, as well as the back-
ground color. This demonstrates that skin color, as well as background color (photo-
graphic technique used), have a marked impact on the unsupervised learning algo-
rithms. Hence, the main contribution of this study is the use of unsupervised learning 
techniques to improve the learning tasks of CNN models. 
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Overfitting Issues in Ensemble Deep 
Learning Models for Skin Lesion 
Classifications 
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and Harsa Amylia Mat Sakim 

Abstract Class imbalance in skin lesion cancer is pronounced, which in turn impacts 
the performance of deep learning models for classification tasks. In the case of 
using dermoscopic images, training a convolutional neural network-based ensemble 
deep learning model on 7 classes from the International Skin Imaging Collaboration 
(ISIC) dataset 2018 with the 2 minor classes as malignant yields decent performance 
in classifying skin lesions. However, the predictive ability of the model on unseen 
data, ISIC 2019 is unsatisfactory. To narrow the gap of overall accuracy between 
the training and testing tasks, Part 1 of this study conducts 2 different sampling 
techniques: augmentation and clustering algorithms. The results of this study—Part 
2, show that 4 samples taken from Self-Organizing Maps, Hierarchical and K-Means 
techniques have narrower gaps of the overall accuracies between the training and 
testing sets. The best-balanced results of the overall accuracies for the training and 
testing sets are 82 and 43%, respectively, if one cluster of melanocytic nevi from 
hierarchical clustering is used, while augmentation gives 92 and 40%, respectively. 
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1 Introduction 

Classification of skin lesions from digital dermoscopic images using neural network-
based systems, and especially Convolutional Neural Networks (CNN) has estab-
lished some significance in training and predicting melanoma. Several researchers 
illustrated that CNN could perform better than certified dermatologists in controlled 
studies [1]. Popescu et al. [2] conducted a systematic review and found that between 
2015 and 2021 over 300 papers have been published investigating skin cancer detec-
tion, segmentation, and classification on various skin lesion datasets. Among these 
articles, the authors reviewed 134 papers from high-ranking conferences and journals 
which were cited frequently, and which covered recent trends in melanoma detection. 
The highest reported accuracy was 97.5% using a multi neural network (MNN)-based 
system. However, using models of such high accuracy on severely imbalanced data 
raises the possibility of overfitting and bias towards the majority class. 

To illustrate the issue of imbalanced classes, we used the ISIC 2018 and ISCI 2019 
datasets in which the malignant classes (melanoma as mel and basal cell carcinoma 
as bcc) are 6 times less frequent than the non-malignant ones (melanocytic nevi as nv, 
benign keratosis as bkl, actinic keratosis as akic; vascular as vasc, and dermatofibroma 
as df ). This study employed augmentation to increase the size of minor classes, and 
clustering algorithms to reduce the size of one major class. The training task, along 
with the sampling technique, was performed on the ISIC 2018 dataset [8], and the 
testing task was conducted on ISIC 2019 [9]. The results of these sampling techniques 
are described in Part 1 [3]. Each cluster was then used in place of nv to find out the 
performance of ensemble models for further comparison. This paper is structured in 
5 sections. Section 2 provides a literature review; Sect. 3 discusses the architecture of 
the CNN models; Sect. 4 presents the results of CNN models; and Sect. 5 describes 
the limitations of our study and recommendations for future work. 

2 Related Work 

In the early days of machine learning, both technical and domain knowledge were 
required for feature selection, thus slowing the development of classifiers capable of 
high accuracy. Deep learning neural networks (DNN) have solved the need for upfront 
feature selection and advanced the research of image detection and classification in 
clinical applications [4]. 

While CNN models have proven to be flexible in the process of learning, they can 
be sensitive to imbalanced data as a result, the prediction outputs can be different, 
a result known as high variance. To tackle this issue, multiple models are designed 
and built in the training process, instead of a single model, and subsequently the 
predictions of all models are combined. This process, called Ensemble Deep Learning 
(EDL), combines the predictions from multiple neural network models to reduce the 
variance of predictions and reduce generalization errors. One of the methods used
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to build EDL models is called bagging or bootstrapping, which is an aggregation of 
models trained with subsets of data that are selected randomly from the training set 
to improve model variance [5]. 

According to [6] class imbalance in the dataset(s) can dramatically skew the 
performance of classifiers, introducing a prediction bias for the majority class. 
Nguyen et al. [3] has conducted two different sampling approaches, including over-
sampling and undersampling, on ISIC 2018. Augmentation of oversampling was 
applied on all classes except nv as the major class and unsupervised learning tech-
niques [Hierarchical, Self-Organizing Maps (SOM), and K-Means] were applied to 
the nv class. The motive for using unsupervised clustering algorithms is that, in the 
medical field, there are sub-classes of nv and the task of clustering is to form sub-
groups of similar images. As a result, the sizes of all classes become similar prior 
to the classification task. Besides the overall accuracy of the model, we were also 
interested in narrowing the gap between the training and testing sets as a measure of 
improvement in overfitting. 

3 Ensemble Deep Learning Models 

The CNN model proposed by researchers at Telkom University [7] was applied to 
the ISIC 2018 images. These researchers developed model for 4 different classes 
of images, while we tweaked the model to work for 7 classes of output. We used 
this model as a base reference because it was used for skin lesion classification and 
achieved good accuracy. An Ensemble, so called Ensemble 1, was then built from 
this model by creating a list of 10 deep learning algorithm of CNN Base Models 
(DCNN) and compiled using appropriate metrics. Each model was trained on a 
randomly selected subset of images with 50 epochs per training set; in terms of 
batch size, the model was trained on 64 batches of images for a single forward and 
backward pass (epoch). Those batches were run over 10 iterations. We fine-tuned the 
second model (Ensemble 2) by:

. Switching to Average Pooling from Max Pooling. This affected the pixel value 
taken from portions of the images to develop feature map. In general, Average 
Pooling helps in extracting overall features, such as image contrast, whereas Max 
Pooling is useful for edge detection.

. Adding a convolution layer of 128 filters. In CNN, an additional layer results in 
extraction of more features from the images. In a dataset with a large number of 
images with significant variations, increasing the number of convolution layers 
increases the accuracy by extracting more detail from the images. We did not 
further increase the number of layers so as to constrain the computational power 
and memory required for training within reasonable limits. It is current best 
practice to increase the number of filters in powers of 2, so we used 128 filters.
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Fig. 1 Final architecture of CNN layers 

. Decreasing dropout from 50 to 40% after the third CNN + Pooling Layer. The 
dropout is responsible for deactivating neurons in layers so that the model doesn’t 
overfit. However, a relatively high value of 50% may result in underfitting in 
our case as ISIC 2018 contains a large number of images with wide variations. 
We found a dropout rate of 40% to be a suitable compromise between over- and 
underfitting.

. Decreasing the number of epochs: In the training of Ensemble 1, we observed that 
the model did not improve significantly after 30 epochs, but consumed resources. 
Thus, we reduced the number of epochs for Ensemble 2.

. The result of this tweaking was a very high accuracy on training at the expense 
of overfitting. Hence, in a final model, the last hyperparameter tuning step was to 
increase the dropout rate to 40%. Figure 1 demonstrated the final architecture of 
the CNN layers. 

4 Results and Conclusions 

4.1 Analysis 

DCNN for the training task was implemented with the TensorFlow framework using 
70% of the total images (both for augmentation/oversampling and unsupervised 
learning/undersampling). Further, a testing set was created from ISIC-2019 dataset 
since the main aim of the study was to determine the performance of the model on 
unseen data. Duplicated images were removed from ISIC-2019 before a randomly 
selected sample of 1300 images was created for all tests. The details of the sample 
size of different classes using oversampling approach were provided in [3]. During 
the training process of the Ensemble models, each model is trained on a different 
random split set of data. 

The overall accuracy for the training set using the oversampling approach was 
92%. The overall accuracy of the unsupervised learning techniques, including hier-
archical clustering and SOM applied to both the training and testing sets, were lower 
than the that of the oversampling approach (Fig. 2). However, in one of the clusters 
derived using K-Means and another using hierarchical clustering, higher accuracies
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Fig. 2 Accuracy comparisons between the training and testing sets for clusters of images under 
different sampling approaches 

were achieved on the testing set compared to the oversampling approach. In addition, 
in 8 out of 10 runs with undersampled nv, the overall accuracy was still over 80%, 
and the difference between the training and testing sets had decreased compared to 
oversampling in 4 samples of different clustering techniques. 

5 Conclusion 

The training of DCNN was conducted on the ISIC 2018 dataset with 10,015 images 
and testing used a sample of 1300 images from ISIC 2019. The DCNN Ensemble 
model, developed using a simple base model with just 4 convolutional layers and 
154,000 trainable parameters, achieved an overall accuracy of 92% on training sets 
when an oversampling method was applied with augmentation. 

In case of model generalization, the Ensemble model did not perform well with 
augmentation (92% for the training set, and 40% for the testing set). Since we are 
interested in the performance of DCNN on unseen data, we selected ISIC 2019 as 
the testing set, on which we expected an overall low accuracy. 

The sub-groups of nv that were clustered using unsupervised learning algorithms 
had noticeable resemblance to skin lesions. For example, a sub-group of nv produced 
by K-Means or Hierarchical clustering showed images with small brown or dark 
coloured lesions. Using the undersampling approach with K-Means, SOM and Hier-
archical clustering techniques yielded lower overall accuracy. However, 8 out of 10 
samples yielded overall accuracies of over 80% on the training sets. Moreover, in 
4 out of 10 samples, the variance between the training and testing sets was smaller 
than that found using the augmentation approach. For Hierarchical with 3 clusters, 
the testing accuracy of 43% was higher than with oversampling (40%) while the 
training accuracy was still acceptable at 82%. Using this sample, the gap between 
the training and testing set is 39% while the gap for oversampling is 52%. This 
represents a considerable improvement in overfitting.
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6 Limitations and Further Work 

Although this study has demonstrated that unsupervised learning algorithms are 
able to separate nv class into sub-groups based on lesion features, there is a need 
to further investigate the number of sub classes of nv for ISIC-2018 to gain more 
understanding as to why sub-grouping the nv class gives a better model in terms of 
overfitting. We aim to assess precision and recall of the models we built to examine 
whether the proposed undersampling approach with clustering of nv also improves 
recall of melanoma class. Finally, since most of the images were taken from the 
light skinned individuals, it would be interesting to test our models on the images of 
lesions from persons of darker complexion to see how the models generalize. The 
clustering of nv class already demonstrated that skin and lesion colors play a role in 
the separation of images into clusters. 
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Drone Detection Using Swerling-I Model 
with L-Band/X-Band Radar in Free 
Space and Raining Scenario 

Salman Liaquat , Nor Muzlifah Mahyuddin , and Ijaz Haider Naqvi 

Abstract Unmanned Aerial Vehicles, also known as drones, are being utilized 
increasingly in numerous fields due to their multiple applications. To ensure safe 
operations, these drones must be detected successfully in free space and raining sce-
narios. However, the current radars that identify larger targets, such as aeroplanes, 
may not be helpful as these drones are relatively small. To successfully identify a 
drone, the radar designer must carefully design the system using the attributes of the 
target to be picked up successfully by the radar. The characteristics of an X-band radar 
would differ significantly from those of an L-band radar. We examine the Swerling 
models and their application to drones to simulate the drones’ radar cross-section 
fluctuation using the Swerling-I model. The radar range equation uses the signal-to-
noise ratio calculated from the Receiver Operating Characteristic curve to detect a 
drone using L-band and X-band radars in free space and rain scenarios. The analysis 
reveals that X-band radar experiences greater attenuation in rainy conditions than 
L-band radar, even though it possesses superior resolution capabilities at the same 
transmitted power. Nevertheless, the selection between these two radar types hinges 
on the particular detection scenario and prevailing environmental conditions. 

Keywords Drones · Radar cross-section · Swerling model 

S. Liaquat · N. M. Mahyuddin (B) 
School of Electrical and Electronic Engineering, Universiti Sains Malaysia, 14300 
Penang, Malaysia 
e-mail: eemnmuzlifah@usm.my 

S. Liaquat 
e-mail: salman.liaquat@student.usm.my 

I. H. Naqvi 
School of Electrical Engineering, Lahore University of Management Sciences, 
54792 Lahore, Pakistan 
e-mail: ijaznaqvi@lums.edu.pk 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. S. Ahmad et al. (eds.), Proceedings of the 12th International Conference on 
Robotics, Vision, Signal Processing and Power Applications, Lecture Notes in Electrical 
Engineering 1123, https://doi.org/10.1007/978-981-99-9005-4_53 

421

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9005-4_53&domain=pdf
http://orcid.org/0000-0003-0226-001X
http://orcid.org/0000-0002-8214-7414
http://orcid.org/0000-0001-8382-9217
eemnmuzlifah@usm.my
 854
49564 a 854 49564 a
 
mailto:eemnmuzlifah@usm.my
salman.liaquat@student.usm.my
 854 52443 a 854 52443 a
 
mailto:salman.liaquat@student.usm.my
ijaznaqvi@lums.edu.pk
 854 57535 a 854 57535 a
 
mailto:ijaznaqvi@lums.edu.pk
https://doi.org/10.1007/978-981-99-9005-4_53
https://doi.org/10.1007/978-981-99-9005-4_53
https://doi.org/10.1007/978-981-99-9005-4_53
https://doi.org/10.1007/978-981-99-9005-4_53
https://doi.org/10.1007/978-981-99-9005-4_53
https://doi.org/10.1007/978-981-99-9005-4_53
https://doi.org/10.1007/978-981-99-9005-4_53
https://doi.org/10.1007/978-981-99-9005-4_53
https://doi.org/10.1007/978-981-99-9005-4_53
https://doi.org/10.1007/978-981-99-9005-4_53
https://doi.org/10.1007/978-981-99-9005-4_53


422 S. Liaquat et al.

1 Introduction 

Drones, also known as unmanned aerial vehicles (UAVs), usage has increased in 
recent years due to several factors, including technological advancements, the avail-
ability of low-cost drones, and the development of new drone applications. Advance-
ments in drone technology have made drones more reliable, easier to control, and 
more capable of carrying out various tasks. For example, drones can now be equipped 
with high-resolution cameras, sensors, and other specialized equipment to perform 
aerial mapping, surveying, inspection, and monitoring of infrastructure, agriculture, 
and wildlife [ 1]. The availability of low-cost drones has also contributed to their 
increased use. As the cost of drones has decreased, they have become more acces-
sible to individuals and organizations that may not have been able to afford them. 
This availability has led to an increase in hobbyist and commercial drone use. The 
development of new drone applications has also contributed to their increased use. 
Drones are now used in various industries, including agriculture, construction, film 
and entertainment, transportation, and public safety. In some cases, drones perform 
complex or dangerous tasks for humans, such as inspecting power lines or searching 
for missing persons. As drones become more advanced and accessible, we can expect 
their use to continue to grow and evolve in the years to come [ 2]. Detection of drones 
is therefore important to ensure the safety and surveillance of these flying objects. 
They can be detected in numerous ways, including with radars [ 3], radio frequency 
(RF) detection [ 4], and infrared (IR) detection [ 5]. 

2 Drone Detection Using Radar 

Radars have been used for a long time to perform surveillance and tracking in military 
and civilian applications. A monostatic radar (in which the transmitter and receiver 
are located in the same location) can be used to detect a drone. The radar transmits 
an RF signal toward the airspace where the drone is. When the RF signal encounters 
the drone, some of the signal is reflected back to the radar receiver, which can 
then be analyzed after suitable processing to determine the presence and location of 
the drone. However, some challenges are associated with using monostatic radar to 
detect drones. For example, drones are generally smaller and have a lower radar cross-
section (RCS) than other aircraft, making them more difficult to detect. Additionally, 
drones flying at low altitudes and slow speeds may not be easily detected by radar 
systems designed to track larger, faster-moving objects. The radar system works on 
the radar range equation, which contains parameters that can be modified to suit the 
specific requirements to detect a target. It is given by [ 6], 

.Pr = PtGt
2λ2σ

(4π)3R4
, (1)
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Table 1 Swerling Model and corresponding distribution [ 7] 

Swerling type RCS characteristics Probability density function 

Swerling-0 Invariant in all directions Dirac distribution centered at the RCS 
value 

Swerling-I Does not vary from pulse to pulse but 
from scan to scan 

Chi-square distribution with two 
degrees of freedom 

Swerling-II Varies from one pulse to another Chi-square distribution with two 
degrees of freedom 

Swerling-III There exists a predominant scattering 
point as compared to other scatterers. 
RCS remains constant from pulse to 
pulse but varies from scan to scan 

Chi-square distribution with four 
degrees of freedom 

Swerling-IV Varies from one pulse to another Chi-square distribution with four 
degrees of freedom 

where .Pt is the transmitted power, .Gt is the gain of the transmitting antenna, . λ
represents the wavelength of the signal, .σ is the RCS of the target, and .R is the 
distance from the radar to the target. Equation 1 demonstrates that the received power 
is directly proportional to the RCS, . σ , which is a critical parameter of a target that 
varies with its orientation over time and must be computed correctly to detect a 
particular target. The RCS of a target can be estimated using simulation software or 
various methods, such as the computation of reflection in an anechoic chamber. The 
targets have been classified as non-fluctuating and fluctuating into Swerling Models 
as shown in Table 1. 

Many researchers have carried out the RCS computation for drones using exper-
imental methods and classified drones as Swerling-I targets, with the RCS value of 
drones reported to be .− 17 dBsm at 2.4 GHz [ 8], .− 20.9 dBsm at 8.5 GHz [ 9], and 
.− 15 dBsm at 9.0 GHz [ 10]. 

Radars have Receiver Operating Characteristic (ROC) curves that provide the 
signal-to-noise ratio (SNR) required to ensure the detection of a target with a certain 
probability of detection for a selected false alarm probability. The shape of a ROC 
curve depends on the SNR of the received signal. If the arriving signal SNR is known, 
then the ROC curve illustrates how well the system performs in terms of probabilities 
of false alarm and detection. They are a way to evaluate the performance of a radar 
system in terms of its ability to detect targets and reject false alarms. 

Rain can affect the performance of radar detection systems. When electromagnetic 
waves pass through rain, some of the energy is absorbed and scattered in different 
directions, causing the signal to weaken and become less accurate. This effect is 
called attenuation, which can reduce the range and accuracy of radar detection and 
is dependent upon the frequency of the radar [ 11]. We use two frequency bands, 
L-band (1–2 GHz) and X-band (8–12 GHz), to demonstrate the effect of rain on 
drone detection at different frequencies. We use these two frequency bands as many 
radars commonly use these frequencies for target detection.
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3 Results and Discussion 

We simulate two radars using Table 2 parameters at L-band and X-band. The trans-
mitter, antenna, and receiver subsystems have been simulated in MATLAB, and the 
waveform is generated and transmitted along with receiver-side processes, includ-
ing matching filtering and threshold-based detection. Simulating four drones as a 
Swerling-I target, the SNR is computed using the ROC curve to get a .90% proba-
bility of detection for a .0.01% probability of false alarm. The first two drones are 
placed 500m apart to see the effect of range resolution on the radar performance. 
The radar detection performance for an L-band radar and an X-band radar in the free 
space and rain of .10mm/hr is shown in Fig. 1. 

The x-axis represents the signal return time in seconds, while the y-axis depicts 
the received power in dBW at the radar receiver. Figure 1 (a) through (d) present the 
results for the free space scenario, while Fig. 1e–h illustrate the results under rainy 
conditions with a precipitation rate of 10 mm/h. As seen in Fig. 1a–b, both L-band and 
X-band radars successfully detect all four drones. However, when maintaining con-
stant transmitted power, the received power diminishes for the X-band radar due to 
its smaller wavelength compared to the L-band radar. Figure 1c–d compare the radar 
detection performance at a range resolution of 500 m, revealing that only one of the 
first two targets is identified as separate drones. Although more power is transmitted 
as the pulse width increases with an increase in range resolution, but the resolu-
tion capabilities of both the radars are sacrificed, with the L-band radar being more 
affected than the X-band radar. Under rainy conditions, Fig. 1e–g demonstrate that 
the L-band radar remains largely unaffected, while significant performance degra-
dation occurs for the X-band radar, as shown in Fig. 1f–h. The impact of rainfall on 
the X-band radar is substantial; the radar with a 50 m resolution fails to detect the 
last drone in this scenario, and barely identifies the third and fourth drones with a 
500 m range resolution. These findings underscore the importance of selecting radar 
parameters based on the specific operational context and the atmospheric conditions 
in which they are deployed. 

Table 2 Parameters used for simulation of drone detection using radar 

Parameter Value Parameter Value 

Frequency L-band, X-band Range Resolution (RR) 50 m, 500 m 

Max Range 10 km RCS (. σ ) .− 17 dBsm 

Peak Power 30 kW Channel Freespace, Rainfall 
(10 mm/h)
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Fig. 1 Drone detection in free space (a–d) and  rain  (e–h) using L-band and X-band radar.
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Fig. 1 (continued) 

4 Conclusion 

For reliable drone detection under varying atmospheric conditions, radar settings 
should be tailored to the specific operational context, ensuring the desired probability 
of detection is achieved at a given false alarm probability. The radar’s ability to detect 
drones is contingent on the chosen frequency band, as each band influences radar 
performance differently. In our simulation, we compared the detection performance 
of L-band and X-band radars, finding that L-band radar outperforms X-band radar 
in rainy conditions. Due to its shorter wavelength, X-band radar offers superior 
resolution compared to L-band radar, enabling precise identification and tracking of 
small objects. However, X-band radar is more susceptible to atmospheric conditions, 
resulting in performance degradation during rainy situations in contrast to L-band 
radar. 
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Enhancing Generalized 
Electrocardiogram Biometrics 
Transformer 

Kai Jye Chee and Dzati Athiar Ramli 

Abstract Using electrocardiogram (ECG) as biometrics has been explored over the 
years because it fits well in health monitoring applications. Most of the ECG biomet-
rics models are specialized and can only work with very specific conditions other-
wise fine-tuning, retraining or redesigning are required. Generalized ECG biometrics 
models are more suitable for real world applications but require large and diverse 
datasets to train. In this study, we introduced three databases into training the general-
ized ECG biometrics transformer to enhance its generalization capability. The model 
scored 2.93, 0.86, 2.47 and 0.29% in equal error rate for authentication task and 97.15, 
99.87, 97.46 and 100.00% in identification accuracies on AFDB, NSRDB, STDB 
and CEBSDB respectively. 

Keywords ECG · Biometrics · Transformer · BERT · Attention mechanism 

1 Introduction 

Proving an identity for authentication and identification is an important task to protect 
restricted information and to retrieve relevant information [1]. Authentication is the 
process of verifying whether an individual is who the individual claims to be. The goal 
of authentication is to ensure that only authorized individuals are granted access to 
protected resources or information [2]. Identification is the process of distinguishing 
an individual from another and then establishing the individual’s unique identity. 
Identification is used in surveillance applications [1]. 

Non-biometric based methods are loosely tied to the physical identity as a result 
they could be lost or stolen [3]. Biometrics, by definition, is directly associated with
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its identity [4]. Electrocardiogram (ECG) is an electrical signal generated by the 
heart which has sufficient inter-person variability to be used as biometrics [5]. Being 
an internal biological signal, ECG is more difficult to spoof than external biometrics 
like fingerprint and face [6]. 

ECG is already used in real-time health monitoring devices [7]. It is natural to 
use ECG biometrics as additional security to protect patient health records. Since 
ECG monitoring is continuous, it can be used for continuous authentication, which 
password or fingerprint cannot [8]. 

2 Related Works 

2.1 Specialized ECG Biometrics 

Most designs in the ECG biometrics literature are specialized which means a model 
only works on a specific set of individuals, so registering new users requires retraining 
or redesigning the whole model. 

Jaya Prakash et al. [6] uses deep learning technique for ECG biometrics authen-
tication by analyzing the ECG with a convolutional neural network (CNN) and a 
long short-term memory (LSTM) network in parallel. They trained and tested their 
model with ECGIDDB, PTBDB and CYBHi databases and achieved authentication 
accuracies of 99.94, 99.62 and 94.86% respectively. 

Abd El-Rahiem and Hammad [9] transform 1D ECG signals into 2D spectro-
gram, use pretrained image models, namely VGG-16, VGG-19, Alex-Net, ResNet 
and GoogleNet, to extract features, then uses support vector machine classifier for 
authentication. The model scored 99.6% authentication accuracy in PTBDB. 

Sun et al. [10] use blind segmentation on ECG signals, then extract features 
in time, frequency and energy domain using various transformations. A multiclass 
output CNN is used as classifier for identification. They trained and tested their model 
on different ECG recording sessions and achieved identification accuracies of 56.93 
and 85.94% on PTBDB and ECGIDDB respectively. 

Zhang et al. [11] divide ECG signals using blind segmentation. The results from 
wavelet transforming the ECG are used as inputs to a multiclass output CNN classi-
fier. They achieved identification accuracies of 99, 95.1, 90.3, 93.9% on CEBSDB, 
NSRDB, STDB and AFDB respectively. 

Ingale et al. [12] experimented with different combinations of filters, segmentation 
methods, feature extraction methods and classifiers on various ECG databases, and 
the results showed that there is no one-size-fits-all solution that can be applied to 
all ECG databases. Therefore, all specialized designs are not suitable for big scale 
applications like centralized biometrics used in a hospital because retraining the 
model on every new patient is unacceptable.
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2.2 Generalized ECG Biometrics 

The generalized approach of designing an ECG biometrics is to train the model with a 
set of individuals and then test it on a completely different set of individuals without 
retraining and fine-tuning. This allows the training process to be separated from 
the enrollment process thus requires shorter ECG to enroll. Li et al. [13] proposed 
the generalized ECG biometrics identification. The model consists of two CNNs 
that are trained with subjects from FANTASIA database. It is tested on CEBSDB, 
NSRDB, STDB and AFDB and achieves 95, 96.1, 95.2 and 90.9% identification accu-
racies respectively. One training database cannot provide enough ECG variability to 
generalize the model hence the low accuracies. 

Chee and Ramli [14] proposed the generalized ECG biometric transformer 
(GEBT) that can handle both authentication and identification tasks. It is trained 
with 10 ECG databases and tested with another 6 ECG databases. In pre-processing, 
the ECG recordings are resampled to 128 Hz. They are blindly segmented into 3-
s segments without any fiducial points. Fifth-order Butterworth bandpass filter is 
applied to the ECG segments. Standard score normalization is applied to the ECG 
segments. 

The enrolled ECG segments, G1, G2, . . . ,  Gh , and query ECG segment, Gq , are  
the input to ECG biometrics transformer as shown in Fig. 1. Feature space expan-
sion transforms 1D ECG data into 2D sequence, denoted as X . . Each enrolled 
sequence is first paired with the query sequence, then fed into ECG pair encoder for 
feature extraction. ECG pair encoder is adapted from Bidirectional Encoder Repre-
sentations from Transformers (BERT) [15] where it analyzes two ECG segments 
using the transformer’s self-attention mechanism [16] to produce a representation 
of the two segments. The feature vectors are analyzed by authentication classifier 
for authentication probabilities and by ID encoder then Softmax for identification 
probability distribution. 

Fig. 1 Block diagram of GEBT
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3 Method  

This research enhances the generalization capability of GEBT by including addi-
tional ECGIDDB, PTBDB and CHYBi into the training dataset generation. Table 1 
has the details of these databases, including the training-validation split ratio when 
generating training and validation datasets. 

Table 1 Databases used in training process 

Database Name Training-validation split Version 

APNEA-ECG Apnea-ECG database 38:32 O 

LTAFDB Long term atrial fibrillation database 48:32 O 

MITDB MIT-BIH arrhythmia database 31:16 O 

LTDB MIT-BIH long-term ECG database 6:1 O 

VFDB MIT-BIH malignant ventricular 
ectopy database 

14:8 O 

SLPDB MIT-BIH polysomnographic 
database 

8:8 O 

SVDB MIT-BIH supraventricular 
arrhythmia database 

46:32 O 

INCARTDB St. Petersburg INCART arrhythmia 
database 

16:16 O 

FANTASIA Fantasia database 24:16 O 

PTB-XL PTB-XL, a large publicly available 
ECG dataset 

18,853:32 O 

ECGIDDB ECG-ID database 47:32 O, P 

PTBDB PTB diagnostic ECG database 248:32 O, P 

CYBHi Check your biosignals here initiative 96:32 O, P 

The “Version” column indicates whether the database is used to train the original (O) or the proposed 
(P) GEBT 

Algorithm 1 is the single example generator used to generate a single instance of 
training or validation example. It runs repeatedly to obtain training and validation 
examples. An arbitrarily large number, 3,200,000, is chosen as the number of training 
examples to thoroughly exploit all ECG recordings while 32,768 validation examples, 
roughly 1% of the number of training examples, is used to monitor the training 
process. The algorithm ensures datasets will not reuse a subject in the same training 
example.
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Table 2 Databases used to evaluate the model performance 

Database Name 

AFDB MIT-BIH atrial fibrillation database 

NSRDB MIT-BIH normal sinus rhythm database 

STDB MIT-BIH ST change database 

CEBSDB Combined measurement of ECG, breathing, and seismocardiography 

Algorithm 1 Single example generator. 

1 S← 32 distinct random subjects from 1 random database 

2 while size of S is less than 32: 

3 ****db ← random database 

4 ****k ← random subject from db 

5 ****if k is not in S: 

6 ********add subject to S 

7 q← random subject from S 

8 J← empty set 

9 for each k in S: 

10 ****if k is equal to q: 

11 ********Gk , Gq ← 2 random ECG segments without overlapped 

12 ****else: 

13 ********Gk ← random ECG segment 

14 ****add Gk to J 

15 filter J and Gq 

16 standardize J and Gq 

17 return J , Gq ,q 

Table 2 lists the databases with different measuring conditions and health 
conditions to evaluate GEBT’s generalization capability. AFDB contains unhealthy 
signals, STDB contains noisy signals and NSRDB and CEBSDB contains healthy 
signals. 

4 Results 

Authentication task is evaluated through equal error rate (EER) where the false 
positive rate equals the false negative rate. Table 3 shows that the enhanced GEBT 
improves in AFDB, STDB and NSRDB but remains the same for CEBSDB.

For identification task, the enhanced GEBT increases in accuracies for AFDB 
and STDB. It performs slightly worse for NSRDB but maintains perfect accuracy
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Table 3 Comparisons of EER for authentication task 

AFDB (%) NSRDB (%) STDB (%) CEBSDB (%) 

Original GEBT [14] 3.44 0.87 3.00 0.29 

Enhanced GEBT 2.93 0.86 2.47 0.29

Table 4 Comparisons of accuracies for identification task 

AFDB (%) NSRDB (%) STDB (%) CEBSDB (%) 

Li et al. [13] 90.90 96.10 95.20 95.00 

Original GEBT [14] 96.20 99.91 96.09 100.00 

Enhanced GEBT 97.15 99.87 97.46 100.00 

for CEBSDB. It performs significantly better when comparing to Li et al. [13] 
generalized design as shown in Table 4. 

5 Conclusion 

Including more data to train the generalized ECG biometrics transformer helps the 
model to perform better in noisy and unhealthy conditions. However, the tradeoff 
is a slight performance decrease in healthy normal conditions which may be a sign 
of overfitting. Therefore, we suggest increasing the number of neurons in GEBT to 
increase its capacity to learn from even more ECG databases for future work. 
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Performance Evaluation of Different 
CNN Models for Motor Fault Detection 
Based on Thermal Imaging 

Lifu Xu and Soo Siang Teoh 

Abstract Motor faults can lead to significant operational and financial losses. In this 
paper, we evaluated the performance of pre-trained Convolutional Neural Network 
(CNN) models, including Alexnet, VGG, and ResNet, for motor fault detection 
using thermal imaging. We have also tested the effect of Contrast Limited Adaptive 
Histogram Equalization (CLAHE) on the accuracy of these models. Our approach 
involves first generating a new dataset using CLAHE to enhance the original dataset, 
followed by training AlexNet, VGG, and ResNet models using transfer learning 
technique. The accuracy of the models is tested using the enhanced and original 
datasets as inputs. The results show that using the enhanced images significantly 
improves the accuracy of VGG11 and VGG13 models, but it deteriorates the perfor-
mance of AlexNet. For ResNet models, the improvement is minimal or even slightly 
decreased. The reason could be due to insufficient training or overfitting since there 
are limited number of images in the dataset. Overall, ResNet models achieved the 
best performance with the highest accuracy of 99.62%. Thus, it can be concluded that 
ResNet models are better suited for detecting motor fault from thermal images. Future 
research could focus on optimizing the CNN models or incorporating multi-sensors 
fusion to improve the detection performance. 

Keywords Motor fault detection · Thermal imaging · CNN models · CLAHE ·
Pre-trained weights · ResNet · AlexNet · VGG
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1 Introduction 

Motor faults can have serious consequences in industrial automation, making the 
detection of these faults a critical task. While there are existing methods for detecting 
motor faults, thermal imaging has emerged as an effective technique. Convolutional 
Neural Networks (CNNs) have been widely used in image processing tasks, including 
motor fault detection. In this paper, we evaluate the performance of different CNN 
models for motor fault detection based on thermal imaging. 

The objective of this study is to compare the performance of three pre-trained 
CNN models, namely AlexNet [1], VGG [2], and ResNet [3], for motor fault detec-
tion based on thermal imaging. We used a public dataset obtained from [4] in the  
evaluation. The dataset consists of 394 thermal images of motors collected under 
different faults and operating conditions. To enhance the contrast of the thermal 
images, we apply Contrast Limited Adaptive Histogram Equalization (CLAHE) [5], 
which has been found to be an effective method for improving the performance of 
CNNs on images. 

Our study aims to investigate the effect of CLAHE enhancement on the perfor-
mance of pre-trained CNN models for motor fault detection. We seek to answer the 
following research questions: What is the impact of using different pre-trained CNN 
models, i.e., AlexNet, VGG, and ResNet, on the performance of motor fault detection 
based on thermal imaging? What is the effect of applying CLAHE enhancement on 
the performance of the pre-trained CNN models for motor fault detection? 

To the best of our knowledge, limited studies have compared the performance of 
these pre-trained CNN models for motor fault detection based on thermal imaging. 
Moreover, the effect of CLAHE enhancement on the performance of CNN models 
for motor fault detection has not been extensively investigated. 

In the following sections of this paper, we review the related work, explain the 
methodology employed, and the experimental results obtained. Finally, we discuss 
the implications of the findings and suggest future research directions. 

2 Related Work 

The use of thermal imaging for motor fault detection has gained significant attention 
in recent years. In the literature, several studies have proposed the use of CNN models 
for motor fault detection based on thermal images. 

Khanjani and Ezoji [6] proposed a method for thermal imaging-based motor fault 
detection using AlexNet, K-means, and SVM. They evaluated the method on two 
datasets, achieving 100% accuracy with a two-stage classification approach. The first 
dataset included six motor conditions, and the second dataset included 11 situations, 
such as blocked rotor and different levels of Short Circuit Turns (SCTs). 

In Janssens et al. [7], proposed a method to monitor the condition of a rotating 
machine based on infrared thermal images. They used VGG pre-trained CNN
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and achieved an accuracy of 95%. Sakallı and Koyuncu [8] investigated the effi-
cacy of various deep learning architectures, including DenseNet201, MobileNetV2, 
ResNet50, ShuffleNet, and Xception, for identifying 20 different faults that may 
occur in transformers and asynchronous motors. The authors employed an 80–20% 
training–testing split of the dataset as their testing method. The results showed that 
each model achieved 100% accuracy when tested on their dataset. 

To improve the classification performance of CNN models, various image 
enhancement techniques have been proposed, including CLAHE. CLAHE has been 
shown to be able to improve the contrast of thermal images, making it easier for 
CNN models to perform image classification. For example, Głowacka and Rumiński 
[9] reported an improvement in the accuracy of face mask detection from 72.9 to 
76.7% when using ResNet50 model with thermal images enhanced with CLAHE. 
Therefore, this study attempts to apply the CLAHE method to motor thermal images 
to investigate its impact on the performance of the pre-trained CNN models for fault 
detection. 

Overall, the review shows that CNN models are effective in motor fault detec-
tion based on thermal imaging, and the potential of using CLAHE to enhance the 
performance of these models. Therefore, it is essential to evaluate different CNN 
models and image enhancement techniques to find the optimal approach for motor 
fault detection using thermal images. 

3 Proposed Methodology 

The dataset used in this study was obtained from [4], which was collected by the 
Electrical Machines Laboratory at the Babol Noshirvani University of Technology. 
The dataset consists of various performance parameters of a 1.1 kW three-phase 
induction motor, operating at 2800 RPM, 50 Hz, and 220/380 V. The thermal images 
of the motor under different operating conditions such as normal, rotor blockage, 
cooling fan blockage, and stator winding short-circuit fault are provided in the dataset. 
There is a total of 394 thermal images, which are categorized into 11 fault types. 
Figure 1 shows some examples of thermal images from the dataset. 

Fig. 1 Examples of thermal images from the dataset. a Is an image with 50% short circuit in 
one phase of stator. b Is an image with 50% short circuit in 2 phases of stator. c Is image with 
blocked-rotor and d is image with blocked fan
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Fig. 2 Enhanced images using CLAHE are shown in a through d, corresponding to the images in 
Fig. 1 

We utilized the CLAHE method as a pre-processing step to enhance the thermal 
images in the dataset. CLAHE is a widely used technique that can improve the 
contrast of images by redistributing the intensity values in the image. Specifically, 
CLAHE divides the image into small sub-regions, calculates a histogram for each 
sub-region, and then applies contrast enhancement to each sub-region independently. 
This approach can lead to more balanced contrast and better visibility of details in 
the image. 

To evaluate the effectiveness of CLAHE, we conducted a comparative study to 
test the classification performance using thermal images with and without CLAHE 
enhancement. First, the images are converted into grayscale since CLAHE method 
can only be performed on a single channel image. Then CLAHE is applied to enhance 
the images. Figure 2 shows some examples of resulting images. It can be observed that 
there are some improvements in the image’s contrast and detail. This is particularly 
obvious in images (a) and (d), where the enhanced images exhibit clearer boundaries 
between objects and sharper feature edges. 

In the evaluation, PyTorch framework is used as the platform for implementation 
and experiment. We imported several pre-trained models including AlexNet, VGG11, 
VGG13, VGG16, ResNet18, ResNet34, ResNet50, ResNet101, and ResNet152 in 
the evaluation. These models have distinct architecture designs. AlexNet introduced 
deeper architectures with ReLU activation and Dropout regularization, while VGG 
models adopt a relatively deeper structure by stacking multiple small-sized convolu-
tional layers and pooling layers. ResNet models tackle the challenges of training deep 
networks by incorporating residual connections. These differences in architecture 
design make each model suitable for different tasks and dataset complexities. 

Transfer learning [10] was utilized in the network training to improve the models’ 
performance and accelerate convergence. This is done by importing the pre-trained 
weights of the models as the initial values and then retrain the models using the 
motor dataset. In the experiment, the models were trained on a 70–30% split of 
the training and testing sets using the Stochastic Gradient Descent (SGD) optimizer 
and the cross-entropy loss function. Each model was trained for 50 epochs using 
the training dataset. After training, the models were tested using the testing dataset 
and the accuracy was determined using Eq. 1. The average accuracy of 10 tests was 
calculated and used as the models’ performance. All experiments were conducted 
on a PC with Intel Core i5-2.90 GHz CPU and an Nvidia 3060 12 GB GPU.
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Accuracy = TP + TN 
TP + TN + FP + FN (1) 

where TP, TN, FP and FN are true positive, true negative, false positive and false 
negative respectively. 

4 Experimental Result and Discussion 

The experiment results are presented in Fig. 3. Overall, ResNet models show 
better performance compared to VGG and AlexNet. The best performing model 
is ResNet50 with an accuracy of 99.62%. The performance of AlexNet is the worst 
among the pre-trained models evaluated. On the analysis of CLAHE image enhance-
ment, it can be observed that this method significantly improves the accuracy of 
VGG11 and VGG13 models, which achieves increments of 2.81 and 3.14% respec-
tively. However, it gives an adverse effect on AlexNet with a decrease of 2.05% in 
accuracy. On the other hand, its impact on ResNet models is less and inconsistent. 
For example, in the case of Resnet101, the accuracy increases from 99.15 to 99.62% 
while for ResNe152, the accuracy decreases from 99.25 to 99.06%. There are three 
out of five ResNet models showing various degrees of deterioration in accuracy using 
the enhanced images. 

Analysis on the relationship between the model depth and accuracy found that if 
the type of model is disregard, it appears that deeper models tend to exhibit better 
performance. However, when analyzing the individual models of ResNet, there seems 
to be no direct correlation between the depth of the model and its classification 
accuracy. The possible reasons for this are, first, the dataset itself may be relatively 
simple, as it consists of infrared thermographic images of motors with high similarity

Fig. 3 Accuracy results for different models on original and CLAHE-enhanced datasets 
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and clear features. This makes it easier for relatively shallow models to achieve high 
accuracy. Second, the dataset size may be insufficient to support the increasingly 
complex models. Deeper models generate more parameters, which may result in 
overfitting and thus lowering the testing accuracy. This explains why in some cases, 
deeper models have even lower accuracy than that of shallower models. 

5 Conclusion 

This study has investigated the performance of AlexNet, VGG, and ResNet pre-
trained CNN models for the detection of motor fault based on thermal imaging. The 
impact of applying CLAHE to enhance the input images on the models’ perfor-
mance have also been investigated. The results show that using enhanced images 
gives significant improvement for VGG11 and VGG13, but deteriorates the perfor-
mance of AlexNet, while its impact on ResNet models is minimal. Overall, ResNet 
models show the best performance, followed by VGG and AlexNet. In conclusion, 
ResNet models with deeper networks and able to overcome the problem of vanishing 
gradients through residual connections have demonstrated excellent performance in 
classifying the thermal images. As a future work, ResNet models could be extended 
to multi-modal learning, such as incorporating the vibration signals and thermal 
images, to improve the accuracy and robustness of motor health monitoring. 
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Comparative Analysis of Deep 
Learning-Based Abdominal 
Multivisceral Segmentation 

Junting Zou and Mohd Rizal Arshad 

Abstract The segmentation of multiple abdominal organs is essential for medical 
diagnosis and treatment of various abdominal conditions, such as surgical planning, 
image-guided interventions and diagnosis. The main challenges are the highly het-
erogeneous and complex anatomy, as well as the variability in size, shape and posi-
tion of abdominal organs. And in recent years, deep learning techniques have been 
successfully applied to various medical image segmentation tasks. Therefore com-
bining accurate and effective deep learning based segmentation methods is essential 
to obtain better clinical results. In this study, we present a comparison of three deep 
learning architectures for abdominal multi-organ segmentation, namely the Multi-
scale Attention Network (MA-Net), ResNet50-U-Net and U-Net++. We evaluated 
the performance of these three architectures on an abdominal MRI dataset consisting 
of different pathological and anatomical conditions. Our results show that MA-Net 
equipped with a multiscale attention mechanism outperforms ResNet50-U-Net and 
U-Net++ in terms of Dice coefficient, Jaccard index and Hausdorff distance. By 
effectively capturing and integrating multi-scale contextual information, MA-Net 
can better depict complex organ boundaries in the dataset. Therefore, the applica-
tion of MA-Net or its variants to abdominal organ segmentation has the potential to 
significantly enhance clinical decision-making and patient care. 

Keywords Abdominal organs · Deep learning ·Multiscale Attention Network ·
U-Net 
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1 Introduction 

Accurate diagnosis and treatment of abdominal disorders rely heavily on segmen-
tation of multiple abdominal organs, which aids in surgical planning, image-guided 
operations, and diagnostic procedures [ 1]. The complexity and heterogeneity of 
abdominal anatomy, combined with the variability in organ size, shape and loca-
tion, present significant challenges in achieving accurate and effective segmentation 
[ 2]. Traditional methods of segmenting medical images have a limited capacity to 
meet these challenges, consequently, innovative approaches need to be investigated 
in order to improve segmentation performance. In recent years, deep learning tech-
niques have been increasingly applied to medical image segmentation tasks [ 3], 
demonstrating superior performance in capturing complex organ boundaries and 
dealing with the variability of anatomical structures. Therefore, the development 
and implementation of effective deep learning-based segmentation methods is criti-
cal to improving clinical outcomes. 

In this study, we aim to compare three advanced deep learning architectures for 
abdominal multi-organ segmentation, focusing on their performance and applicabil-
ity in real clinical scenarios. Specifically, we investigate the Multiscale Attention 
Network (MA-Net) [ 4], ResNet50-U-Net and U-Net++ architectures [ 5], each one 
of these methods has proven successful in medical image segmentation tasks. To 
evaluate the performance of these architectures, we used an abdominal MRI dataset 
containing a variety of pathological and anatomical conditions, thus ensuring a repre-
sentative evaluation. Through systematic analysis, we investigated the effectiveness 
of each architecture based on key segmentation metrics such as the Dice coefficient, 
Jaccard index and Hausdorff distance. Our findings not only help to understand the 
strengths and weaknesses of each architecture, but also provide recommendations 
for the clinical application of these approaches. By determining the optimal deep 
learning architecture for abdominal multi-organ segmentation, we can facilitate the 
development of diagnostic tools that will improve patient care and clinical decision-
making. 

2 Multi-organ Abdominal Segmentation Model 

2.1 Dataset 

We used a dataset including 120 DICOMs from two different MRI sequences [T1-
DUAL in-phase (40 datasets), out-of-phase (40 datasets) and T2-SPIR (40 datasets)], 
each routinely scanning the abdomen using different combinations of radiofrequency 
pulses and gradients. There are no tumors or annotated lesions at the organ borders in 
this dataset (liver, kidney, spleen). These datasets were acquired from a 1.5T Philips 
MRI, which produces 12-bit DICOM images with a resolution of .256 × 256. ISD  
ranges between 5.5 and 9 mm (mean 7.84 mm), X-Y spacing between 1.36 and



Comparative Analysis of Deep Learning-Based Abdominal … 447

Fig. 1 A DICOM format 
image in the dataset 

1.89 mm (mean 1.61 mm) and slice count between 26 and 50 (mean 36). A total of 
1594 slices (532 slices per sequence) will be available for training and 1537 slices 
will be available for testing [ 6]. Figure 1 is a random image in DICOM format from 
the dataset. 

2.2 Data Pre-processing 

To normalise the input data and improve the performance of the deep learning archi-
tecture, the following steps were performed to pre-process the raw MRI images: 

a. We normalise the intensity values of the MRI images to the range [0, 1] using 
min-max normalisation. 

b. The images were resized to .256 × 256 pixels using bilinear interpolation to 
prevent inconsistencies in the size of some images in the dataset and to ensure 
compatibility with the input requirements of the deep learning model. 

c. To increase the size of the training dataset and improve the model’s generaliza-
tion, we applied various data enhancement techniques, including random rotation, 
scaling and flipping. 

2.3 Deep Learning Architectures 

We compared three advanced deep learning architectures for multi-organ segmenta-
tion of the abdomen: 

a. Multiscale attention network (MA-Net). MA-Net is a deep learning based seg-
mentation method that integrates multi-scale features and attention mechanisms.
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It consists of an encoder-decoder architecture with a multi-scale feature fusion 
module and a self-attentive module. The multi-scale feature fusion module aggre-
gates features at different scales, enhancing the model’s ability to capture local 
and global contextual information. The self-attentive module focuses on the most 
relevant features and suppresses irrelevant features, thereby improving segmen-
tation accuracy. 

b. ResNet50-U-Net. ResNet50-U-Net is a combination of the Residual Network 
(ResNet) and U-Net architectures; ResNet50 is a 50-layer residual network used 
as an encoder and the U-Net architecture used as a decoder. The residual connec-
tions in ResNet50 help alleviate the gradient disappearance problem and improve 
the learning capability of the network. The U-Net decoder reconstructs the seg-
mentation map using jump connections, which combine high-resolution features 
from the encoder with upsampled features from the decoder. 

c. U-Net++. U-Net++ is an improved version of the U-Net architecture, which 
contains nested and dense skip connections. These connections help to miti-
gate semantic gaps between feature maps at different scales and prevent overfit-
ting, thus improving segmentation performance. The architecture consists of an 
encoder-decoder structure with multiple nested decoder paths that progressively 
refine the segmentation results. 

2.4 Model Training 

All three models were implemented in Pytorch and trained using the Adam optimizer 
with a learning rate of 0.0001 and a batch size of 8. The loss functions used for training 
were a weighted sum loss of binary cross-entropy and a dice loss. The models were 
trained for 100 epochs with early stopping, and model weights were saved based on 
the best validation Dice score. 

2.5 Evaluation Metrics 

We used three widely used evaluation metrics to assess the performance of the three 
deep learning architectures: the Dice coefficient, the Jaccard index and the Hausdorff 
distance. The Dice coefficient and the Jaccard index were used to measure the simi-
larity of the ground truth to the predicted segmentation, while the Hausdorff distance 
was used to assess the accuracy of the organ boundaries.
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3 Result and Analysis 

We compared the performance of the three deep learning architectures based on 
the Dice coefficient, Jaccard index and Hausdorff distance metrics. The means and 
standard deviations of these metrics are shown in Table 1. 

As can be seen from Table 1, MA-Net obtained the highest Dice coefficient and 
Jaccard index, indicating better segmentation accuracy than the ResNet50-U-Net 

Table 1 Performance comparison of deep learning architectures 

Architecture Dice coefficient Jaccard index Hausdorff distance 

MA-Net 0.89.± 0.04 0.81.± 0.05 7.2.± 2.1 

ResNet50-U-Net 0.87.± 0.05 0.78.± 0.06 8.0.± 2.5 

U-Net++ 0.88.± 0.04 0.80.± 0.05 7.6.± 2.3 

Fig. 2 MA-Net segmentation results
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Fig. 3 ResNet50-U-Net segmentation results 

and U-Net++ architectures. MA-Net also had the lowest Hausdorff distance, indi-
cating fewer segmentation errors. This also demonstrates that the multi-scale atten-
tion mechanism can lead to better segmentation performance in terms of integrating 
multi-scale contextual information. 

Figures 2, 3 and 4 provide a comparison of the segmentation results obtained in 
the test set for each of the three deep learning architectures. The left column shows 
the images in the test set, the middle column shows the labeled mask images, and 
the right column shows the segmentation results. Compared to ResNet50-U-Net and 
U-Net++, MA-Net produces more accurate and detailed segmentation results. In 
particular, MA-Net is better at handling complex organ boundaries and dealing with 
the inherent variability in the size, shape and location of abdominal organs.
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Fig. 4 U-Net++ segmentation results 

4 Conclusion 

In this study, we provide a comparison of three advanced deep learning architec-
tures for abdominal multi-organ segmentation, including the Multiscale Attention 
Network (MA-Net), ResNet50-U-Net and U-Net++. We evaluate these architectures 
using abdominal MRI datasets containing a variety of pathological and anatomical 
conditions. Quantitative analysis showed that MA-Net consistently achieved higher 
Dice coefficients and Jaccard indices, as well as lower Hausdorff distances. This 
suggests that MA-Net is more accurate in segmenting abdominal organs and identi-
fying their boundaries. In our qualitative evaluation, we observed that the multiscale 
attention mechanism embedded in MA-Net is very effective in capturing and inte-
grating multiscale contextual information, a feature that allows the model to more 
accurately depict complex organ boundaries.
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5 Future Works 

MA-Net appears to be the most promising architecture for abdominal multi-organ 
segmentation tasks, it and its variants could facilitate the development of diagnostic 
tools that could improve patient care and clinical decision-making. Future research 
could combine other imaging modalities, such as CT, ultrasound, to make deep 
learning architectures more broadly applicable, and could also explore the integration 
of these architectures into clinical workflows and investigate their performance in 
real-life clinical situations. 
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A Review of ECG Biometrics: 
Generalization in Deep Learning 
with Attention Mechanisms 

Aini Hafizah Mohd Saod and Dzati Athiar Ramli 

Abstract Common biometric systems like fingerprint and face recognition are more 
convenient in daily applications, but biological and behavioral characteristics of the 
biometrics features can be fabricated and digitally stolen. Thus, biometrics features 
with liveness detection such as the electrocardiogram (ECG) have been introduced 
as its features are hidden and difficult to forge. This study presents a review of 
ECG biometrics based on deep learning and generalization issues in deep learning. 
Based on the review, deep learning methods such as recurrent neural networks (RNN) 
and long short-term memory networks (LSTM) with attention mechanisms can be 
employed to improve the performance and generalization ability of ECG biometrics 
systems. 

Keywords ECG biometrics · Deep learning · RNN · LSTM · Attention 
mechanism · Self-attention mechanism 

1 Introduction 

Electrocardiogram (ECG) is related to the heart’s electrical activity that is recorded 
by placing electrodes on the human body’s skin. ECG interpretation is crucial to 
accurately detect heart problems for further medical treatment [1]. On the other 
hand, ECG can be adopted in biometrics systems as an alternative to secure personal 
data and prevent spoofing attacks that potentially occurred in conventional static 
biometrics like fingerprint and face recognition systems. This paper aims to provide 
a comprehensive review of ECG biometrics based on deep learning and generalization
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issues. The paper is organized as follows; Sect. 1 presents the introduction, and the 
overview of ECG biometrics systems is discussed in Sect. 2. Then, Sect. 3 focuses 
on ECG biometrics based on deep learning. The generalization in deep learning is 
discussed in Sect. 4, and Sect. 5 concludes the overall review. 

2 ECG Biometric Systems 

Nowadays, biometrics are commercialized, covering various applications such as 
premise access, online banking, and border crossing by adopting fingerprint and face 
recognition [2]. These kinds of common biometrics have unique features of biological 
and behavioral traits of individuals to distinguish one person from another. Although 
they are easy to use and provide high accuracy, their static features are vulnerable, 
leading to issues of unauthorized access and personal data theft [3]. In contrast, the 
intrinsic and dynamic nature of ECG signals is concealed and hard to copy and forge, 
therefore ECG biometrics has been introduced to address the drawbacks of the static 
features. 

Implementation of ECG biometrics typically involves enrollment and identifi-
cation phases as depicted in Fig. 1. Initially, an ECG signal (known as ECG) is 
captured during the enrollment phase. Before the data storage, pre-processing, and 
feature extraction are conducted to obtain the template of ECG features. Meanwhile, 
in the identification phase, a new ECG signal (unknown ECG) is inputted, and the 
same steps, pre-processing, and feature extraction are repeated. Then, a specific clas-
sification technique is employed to identify the unknown ECG based on the templates 
in the database [4]. In addition, feature transformation can be performed after feature 
extraction to transform the extracted features into higher dimensional space (2D or 
3D) [5], and feature selection can be assigned to select appropriate feature subsets 
for a larger number of extracted features [6]. 

Fig. 1 Example of ECG biometrics system [4]



A Review of ECG Biometrics: Generalization in Deep Learning … 455

3 ECG Biometrics Based on Deep Learning 

Deep learning is adopted in the deep neural network (DNN), which consists of an 
input layer, hidden layers, an output layer, and nodes that are connected between 
adjacent layers [7]. Based on the machine learning concept, DNN aims to automati-
cally find appropriate representations for input data based on a given task. The “deep” 
in deep learning represents the depth of the network model, which is the number of 
successive layers or hidden layers that contribute to the representations [8]. DNNs 
are popular among researchers for classification and prediction purposes in various 
research domains as the learning approaches always produce successful results with 
remarkable performance. 

Over the years, various DNN methods have been introduced for sequential data 
processing as in ECG signals. For instance, a convolutional neural network (CNN) 
is one of the common DNN architectures that perform convolutional operations and 
classification based on the learned features and can overcome the overfitting issues 
mostly in image processing and pattern recognition [5]. On the other hand, recurrent 
neural network (RNN) provides feedback loops that are suitable for operation with 
sequential data. However, due to the vanishing gradient issue, RNN is restricted by 
its short-term memory when long-term dependencies are necessary. To maintain the 
long-term dependencies, memory cells were added while designing RNN networks 
such as in long short-term memory (LSTM) and gated recurrent unit (GRU), which 
are the variants of RNN. LSTM and GRU use a gate structure to regulate the infor-
mation flow through the sequence chain, but the difference is that GRU has one 
gate less than LSTM [9]. For example, Lyn et al. employed a multi-resolution bidi-
rectional LSTM with random segmentation and auto-correlation method to perform 
time–frequency transformation for ECG signals. The classification results of the 
proposed method (> 97.3% accuracy) outperformed most RNN-based networks using 
selected ECG public databases [10]. Furthermore, two-hybrid network models based 
on LSTM and bidirectional LSTM, which are CNN-LSTM and CNN-biLSTM were 
proposed in [11]. Based on the experimental results, the CNN-biLSTM surpassed the 
CNN-LSTM with an accuracy of 94.67% since bidirectional learning was executed 
in two ways for fast learning results. 

Besides, encoder-decoder architecture is widely used in neural machine transla-
tion, however, the performance of the encoder-decoder pair declines for long input 
sentences [12]. Therefore, a bidirectional RNN-based encoder and a gated RNN-
based decoder were used for annotating long sequences. To reduce the burden of the 
encoder to encode all information, the decoder can select which parts of the source 
sentence to pay attention to with the implementation of an attention mechanism [13]. 
On the other hand, Transformer, a superior sequence transduction model, was estab-
lished to generalize various tasks with large and limited training data. The model 
architecture of the Transformer employed stacked self-attention and pointwise, fully 
connected layers for both the encoder and decoder. Instead of relating the input– 
output sequence as in a common attention scheme, the self-attention is concentrated 
on a single sequence, so the sequence learns about itself [14].
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4 Generalization in Deep Learning 

Generalization can be related to the ability of a model architecture to respond effec-
tively to unseen data based on prior knowledge and to attain good performance for 
inputs that are not the same as the training dataset [15]. Several approaches have been 
introduced to improve generalization in deep learning such as dropout regularization 
to mitigate overfitting [18], data augmentation to increase the size of the training 
dataset [17], and transfer learning by utilizing pre-trained models [19]. In the ECG 
biometrics research domain, the main goal is to accurately identify people based on 
their ECG signals. At the same time, the ECG biometrics systems are designed to 
improve the generalization ability by handling the ECG variations including extra-
neous noises [3]. Therefore, it is crucial to enhance or adapt models that can tackle 
the generalization issues in ECG biometrics based on deep learning approaches. 

ECG biometrics can be generalized based on several factors such as the vari-
ability of ECG datasets and the selection of model architecture [6, 16]. The heart 
condition is one of the ECG variations that differ between healthy people and those 
with heart problems. Furthermore, body postures during data acquisition such as 
standing, sitting, or lying down, and emotions such as nervousness, panic, and fear 
can affect the shape of the heart [2], contributing to the variability of ECG signals. 
The placement of the ECG sensors or electrodes during data acquisition is another 
factor that contributes to ECG variations [3]. Thus, recent studies have been encour-
aged to employ large-scale ECG datasets by combining numerous databases that 
contain diverse and high-quality ECG data with deep learning implementation to 
achieve greater generalization [17]. 

Inspired by the biological visual attention system [20], attention mechanisms 
have been incorporated into deep learning architecture to generalize the employed 
model. Attention mechanisms are the techniques used in deep learning to make the 
DNN models focus on essential information while processing sequential data like 
text streams and time-series signals. This scheme allows the model to concentrate 
on the most significant parts of the input sequence and disregard the less impor-
tant parts. The DNN model can be modified to include the attention mechanism 
that can learn to assign weights to different input features based on their signifi-
cance to the output prediction. For example, an attention mechanism was proposed 
to combine both content and location information for the speech recognition model. 
An attention-based recurrent sequence generator was developed to generate an output 
sequence that reduced the phoneme error rate (PER) from 18.7 to 17.6% with methods 
of location-awareness and smooth focus [21]. Furthermore, Jyotishi and Dandapat 
designed a hierarchical LSTM (HLSTM) model by stacking layers of LSTM. ECG 
identification was generalized with an attention mechanism that provided more 
weight to the segments where the parts with more color saturation area have been 
given more attention weight compared to the parts with less color saturation area. 
The performance of the HLSTM model with attention mechanism was compared to 
other types of LSTM-based models, and the proposed model gave superior results 
with 98.6 and 98.7% for accuracy and F1 score, respectively [22].
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On the other hand, self-attention schemes have been adapted in Transformer to 
concentrate on a single sequence, so that the sequence learns information about itself 
[14]. Specifically, self-attention mechanisms are employed to relate different parts 
of the same input sequence, rather than operate between two different sequences 
as in attention mechanisms. Since the self-attention mechanisms do not require a 
separate context sequence, this scheme is more computationally efficient than atten-
tion mechanisms. In [17], the Bidirectional Encoder Representations from Trans-
formers (BERT) was used to get a dynamic representation of a pair of ECG signals. 
The self-attention mechanism of the Transformer was employed to draw an inter-
identity relationship when performing ECG identification tasks with the outcomes of 
> 96.09% identification accuracy on the Physionet database. Besides, LSTM models 
are enhanced with statefulness and self-attention mechanisms in [23] to enable long-
term inter-sequence modeling while maintaining focus on each sequence’s local 
characteristics. The self-attention mechanisms are utilized to generalize the LSTM 
models by concentrating on the different parts of each sequence that can affect the 
classification outcome the most. Overall, based on the previous works that have been 
discussed, attention mechanisms can be integrated with the DNN models such as 
RNN and LSTM in improving generalization. This is because the attention mech-
anisms are computationally effective and allow the model to deal with long-term 
dependencies between different parts of the input sequence such as in ECG signals, 
where the input sequence can be very long. 

5 Conclusions 

ECG biometrics focuses on developing robust authentication techniques that can 
precisely distinguish between individuals based on their unique ECG signals. Deep 
learning methods such as RNN and LSTM can be implemented for processing and 
classification tasks to work on sequential data like ECG signals. Additionally, atten-
tion mechanisms are very helpful when incorporating deep learning models because 
they can enable the model to concentrate on the significant parts of the input while 
neglecting the less important parts. In conclusion, by employing deep learning with 
attention mechanisms, the generalization ability of deep learning models in ECG 
biometric systems can be significantly improved to achieve great performance with 
better generalization. 
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Detecting Sleep Disorders from NREM 
Using DeepSDBPLM 

Haifa Almutairi, Ghulam Mubashar Hassan, and Amitava Datta 

Abstract Sleep disorders have negative effects on human health. Sleep Disorder 
Breathing (SDB) and Periodic Leg Movement (PLM) are common sleep disor-
ders that happen during sleep. Early detection of SDB and PLM from Non-Rapid 
Eye Movement (NREM) can protect patients from hypertension and cardiovascular 
diseases. In this study, we propose a novel deep learning architecture DeepSDBPLM 
for classifying Normal, SDB and PLM from NREM using Electroencephalogram 
(EEG) and Electromyogram (EMG) signals. Our proposed model is tested in three 
different classification problems using ISRUC-Sleep database. The results show 
that our proposed model achieves the best result of F1 score as compared to the 
state-of-the-art techniques. 

Keywords Sleep disorder · Convolutional neural networks · EMD · Attention 

1 Introduction 

Classification of sleep stages helps to identify sleep disorders. The most common 
sleep disorder diseases are Sleep Disorder Breathing (SDB) and Periodic Leg Move-
ment (PLM). SDB causes stopping of the breath temporarily during the sleep. 
SDB is categorized into three different types: Obstructive Sleep Apnoea/Hypopnoea 
(OSAH), Central Sleep Apnoea/Hypopnoea (CSAH) and Mixed Sleep Apnoea/ 
Hypopnoea (MSAH). PLM disorder happens during sleep when the patient’s legs 
are moved periodically. The guidelines of American Academy of Sleep Medicine 
(AASM) categorize the sleep stages into five primary stages which are: Wake (W) 
stage, Non-Rapid Eye Movement (NREM) stage which includes three stages (N1, N2, 
N3), and Rapid Eye Movement (REM) stage. The absence of sleep stages or abnormal
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cycling between stages is associated with an increased rate of sleep disorders and 
related diseases. 

Detection of SDB and PLM from NREM is a challenging task. Medical studies 
proved that when a SDB or PLM event occurs in NREM, it has an adverse effect on 
human health [1]. In sleep clinics, Polysomnography (PSG) is used to classify sleep 
stages and detect sleep disorders which records Electroencephalogram (EEG) and 
Electromyogram (EMG) signals. The drawbacks of this method are time-consuming 
and having a high rate of human errors in diagnosing. 

Recently, studies proposed Deep Learning (DL) models including Convolutional 
Neuron Networks (CNN) to classify sleep stages [2]. Most of the studies primarily 
rely on the classification of sleep stages with patients who have sleep disorders. 
In contrast some studies proposed models to detect PLM from signals [3–7]. For 
detection of SDB, most of the existing works developed models to detect OSAH 
from ECG signals [8]. However, few studies focus on using a combination of all 
types of SDB segments to classify them as Normal and SDB [9–11]. 

Previous studies share some limitations. Firstly, they focus on developing models 
for the detection of PLM and SDB from signals. They do not detect SDB or PLM from 
a particular sleep stage. We found that measuring the total number of occurrences of 
SDB and PLM per hour during NREM help physicians to determine the severity of 
SDB and PLM. Secondly, they train their models with datasets that include segments 
of one type of SDB which is OSAH. To address the above mentioned limitations, 
this study aims to introduce DeepSDBPLM architecture to classify Normal, SDB and 
PLM from NREM. The proposed network was tested for three different classification 
problems related to sleep disorders. Classification 1 is a three-class classification of 
Normal, SDB and PLM; classification 2 is a binary classification of Normal and PLM; 
and classification 3 is a binary classification of Normal and SDB. Furthermore, we 
re-implemented two deep learning models from the literature [8, 12] which are used 
to classify signals and time series data. The purpose of this re-implementation was 
to compare the performance of our network with existing state of the art networks. 

2 The Proposed DeepSDBPLM 

Our proposed architecture DeepSDBPM is presented in Fig. 1, and its components 
are explained below.

2.1 Dataset and Preprocessing 

We used a publicly available open dataset ISRUC-Sleep, which is collected by 
Sleep Medicine Centre of Hospital of Coimbra University (CHUC). According to 
AASM guidelines, sleep physicians segmented the recordings into 30-s segments 
and labelled them. Each segment is labelled as one of the five sleep stages (W, N1,
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Fig. 1 The proposed DeepSDBPLM’s architecture

N2, N3, and REM) and the locations of normal, arousal, OSAH, CSAH, MSAH 
and PLM events are marked. We removed W and REM segments and relabelled all 
segments that were labelled as OSAH, CSAH and MSAH as SDB. We relabelled 
N1, N2 and N3 to NREM. The normal class includes normal and arousal segments, 
which has a high percentage in the dataset. Therefore, we reduced these segments to 
prevent overfitting of our deep learning architecture. The distribution of the dataset 
of NREM with three classes: Normal, SDB and PLM are 5639, 5639 and 1441, 
respectively. After selecting the data, we normalised all the segments by using Z 
score. 

2.2 Empirical Mode Decomposition Method (EMD) 

EMD is similar to Fourier Transforms and Wavelet decomposition methods. For a 
component to be considered an Intrinsic Mode Functions (IMF), it must satisfy two 
conditions as described by Karatoprak and Seker [13]: 

1. Total zero crossings and the total extrema in the whole data set should be equal 
or vary by at most one. 

2. The mean value of envelope from maxima and minima should be equal to zero 
at any interval of the component. 

The procedure of the EMD sifting algorithm is described as follows [13]: 

1. Identify all the local minima and maxima. 
2. Connect all the local maxima/minima by a cubic spline to form the upper EU / 

lower EL envelope. 
3. Calculate C1 = X[n] − M where the mean of these envelops M is described 

as M = (EU+EL ) 
2 where EU and EL represent the upper and lower envelops 

respectively. 
4. Check if C1 meets the two conditions to be an IMF. If not, iterate over steps 1–3 

until the two conditions are met or the stopping criterion is satisfied. If these two 
conditions are achieved, an IMF is extracted and the same procedure is applied 
to the residual signal.
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In this study, a total of five IMFs are produced from raw signals. We concatenated 
all the five IMFs to pass to an attention layer. 

2.3 Attention EMDRaw Signal 

The attention mechanism focuses on some of the most significant information 
while ignoring duplicate and unnecessary information. The mechanism of atten-
tion network gets the input EMD signal with shape 3000 × 5 matrix represented 
by the hidden state ht and passes it to a single layer of multilayer perceptron for 
obtaining attention score vector ut = tanh(Wsht + bs). After that, attention weight 
αt = exp(score(ut ,ht ))∑

t exp(score(ut ,ht )) 
is obtained by calculating the similarity between attention 

score vector ut and hidden state ht . Then, context vector et = f (∑t αt ht
)
is calcu-

lated by multiplying the sum of attention weight αt and ht , and passes to f which 
is a fully connected layer with tanh activation function. The default weights Ws and 
bias vector bs are randomly initialized during the training process. 

We used 200 features produced by the attention network and concatenated them 
with the raw signals to create a new input form called Attention EMDRaw signal. 

After that, we reshaped Attention EMDRaw signal into 3050 × 4 matrix to pass 
to ResCNN model. 

2.4 ResCNN Architecture 

The block diagram of ResCNN is presented in Fig. 2. We implemented three blocks 
of CNN with different parameters. Block 1 and 2 have three 1D-CNN layers followed 
by dropout layers of 0.03. Each 1D-CNN layer comprises Kernel filters and nonlinear 
activation function ReLU. The outputs of the first 1D-CNN layer and dropout from 
block 1 are added to the final output of block 1 to produce F1, which is passed as an 
input to block 2. The final outputs of block 2 are added to F1 from block 1 to produce 
F2, which is passed as an input to block 3. Block 3 has two 1D-CNN layers followed 
by max-pooling and dropout layers. The last two layers of block 3 are flattened and 
fully connected to classify the final set of extracted features.

3 Results and Discussion 

Table 1 presents the performance of the selected three deep learning models with 
different input forms for classification 1 problem, which involved classification of 
Normal, SDB and PLM. From the results, it can be observed that the proposed 
input form Attention EMDRaw signal has the best results on all evaluation metrics
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Fig. 2 The detailed architecture of the proposed ResCNN

with all the three selected deep learning models. Furthermore, our proposed model 
comprising of ResCNN and Attention EMDRaw signal achieves the best results of 
sensitivity and F1 score which are 72.75 and 78.22% respectively. Whereas, Almu-
tairi et al.’s [8] architecture comprising of CNN and LSTM with Attention EMDRaw 
signal achieves the best results of accuracy and specificity, which are 86 and 87.88% 
respectively.

Table 2 presents the comparison of the results of the proposed DeepSDBPLM 
with state-of-the-art techniques. We compare DeepSDBPLM architecture for classi-
fication 1 problem with the two implemented models [8, 12] and Olesen et al.’s [10] 
proposed technique. The results show that the proposed DeepSDBPLM achieves 
the best F1 score of 78.22%. The accuracy obtained by Almutairi et al.’s [8] 
architecture (86%) is slightly higher than our proposed architecture’s accuracy 
(85.66%). However, our proposed architecture has less complexity than Almutairi 
et al.’s [8] architecture. Our proposed model has 24,338 total parameters, whereas, 
Almutairi et al.’s [8] model has 55,194 total parameters, which makes our model 
computationally efficient.

For classification 2 problem of Normal and PLM segments, Table 2 shows that 
Umut and Centik [6] achieves the best accuracy of 91.87%, whereas our proposed 
model achieves the best F1 score of 86.52%. This might be due to the number of 
channels used in Umut and Centik [6] study, which uses a combination of EEG, 
EMG, EOG and SpO2 signals. 

Similarly, for classification 3 problem of Normal and SDB, we compare our 
proposed model with studies include a combination of the three types of SDB 
segments in testing set. Due to the lack of literature for classification 3, we imple-
mented Almutairi et al.’s [8] architecture and Wang et al.’s [12] architecture to classify 
the segments into Normal and SDB. The results in Table 2 shows that our architec-
ture achieves an accuracy of 82.26% and an F1 score of 82.16%, which is better than 
other studies [8, 9, 11, 12].
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Table 1 The comparison of the performance of the selected state of the art models with different 
input forms for the classification 1 problem with classes Normal, SDB and PLM 

Type of 
input 

Architecture Accuracy (%) Sensitivity (%) Specificity (%) F1 score (%) 

Raw 
signal 

CNN + LSTM 84.59 62.44 86.00 75.00 

EMD 
signal 

CNN + LSTM 79.78 54.31 82.00 66.48 

Raw + 
EMD 
signal 

CNN + LSTM 80.93 57.62 83.55 68.57 

Attention 
RawEMD 
signal 

CNN + LSTM 80.70 55.21 82.96 68.42 

Attention 
EMDRaw 
signal 

CNN + LSTM 86.00 66.10 87.88 77.89 

Raw 
signal 

ResNet 73.22 53.41 78.19 57.00 

EMD 
signal 

ResNet 75.67 53.63 78.31 61.61 

Raw + 
EMD 
signal 

ResNet 75.56 53.29 79.16 62.53 

Attention 
RawEMD 
signal 

ResNet 76.69 53.19 79.53 62.98 

Attention 
EMDRaw 
signal 

ResNet 82.80 58.92 84.70 71.24 

Raw 
signal 

ResCNN 84.60 69.55 86.72 76.45 

EMD 
signal 

ResCNN 77.20 56.00 80.26 64.65 

Raw + 
EMD 
signal 

ResCNN 82.00 66.74 84.92 72.39 

Attention 
RawEMD 
signal 

ResCNN 84.06 66.26 86.20 75.12 

Attention 
EMDRaw 
signal 

ResCNN 85.66 72.75 87.73 78.22 

Bold represents the best results in the category
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Table 2 Comparison of results of our proposed DeepSDBPLM with state-of-the-art techniques for 
all the three classification problems 

Models Details Dataset Classes Accuracy (%) F1 score 
(%) 

Olesen et al. 
[10] 

Raw signals + 
CNN and GRU 

MrOS Sleep 
Study 

Arousal, 
SDB and 
PLM 

– 65.00 

Wang et al. [12] Attention 
EMDRaw 
signals + 
Reimplemented 
Resnet 

ISRUC-Sleep 
dataset 

Normal, 
SDB and 
PLM 

82.80 71.24 

Almutairi et al. 
[8] 

Attention 
EMDRaw 
signals + 
Reimplemented 
CNN and LSTM 

ISRUC-Sleep 
dataset 

Normal, 
SDB and 
PLM 

86.00 77.89 

DeepSDBPLM Attention 
EMDRaw 
signals + 
ResCNN 

ISRUC-Sleep 
dataset 

Normal, 
SDB and 
PLM 

85.66 78.22 

Watter et al. [3] Rule based 
model 

Wisconsin Sleep 
Cohort 

Normal, 
PLM 

47.00 63.00 

Ferri et al. [4] Rule based 
model 

Wisconsin Sleep 
Cohort 

Normal, 
PLM 

62.00 72.00 

Umut et al. [6] Feature 
engineering + 
MLP 

Private dataset Normal, 
PLM 

91.87 83.27 

Carvelli et al. 
[7] 

Raw signals + 
CNN, FC and 
LSTM 

Wisconsin Sleep 
Cohort 

Normal, 
PLM 

81.00 85.00 

DeepSDBPLM Attention 
EMDRaw 
signals + 
ResCNN 

ISRUC-Sleep 
dataset 

Normal, 
PLM 

88.20 86.52 

Olsen et al. [9] Feature 
engineering + 
GRU 

SHHS, MESA Normal, 
SDB 

– 72.00 

Sharma et al. 
[11] 

Rawdata + CNN SHHS Normal, 
SDB 

82.20 51.00 

Wang et al. [12] Attention 
EMDRaw 
signals + 
Reimplemented 
Resnet 

ISRUC-Sleep 
dataset 

Normal, 
SDB 

76.80 77.00

(continued)
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Table 2 (continued)

Models Details Dataset Classes Accuracy (%) F1 score
(%)

Almutairi et al. 
[8] 

Attention 
EMDRaw 
signals + 
Reimplemented 
CNN and LSTM 

ISRUC-Sleep 
dataset 

Normal, 
SDB 

81.70 81.89 

DeepSDBPLM Attention 
EMDRaw 
signals + 
ResCNN 

ISRUC-Sleep 
dataset 

Normal, 
SDB 

82.26 82.16 

Bold represents the best results in the category

4 Conclusion 

In this paper, we proposed DeepSDBPLM model, which comprises of an intro-
duced input form Attention EMDRaw signal and ResCNN architecture for classi-
fying Normal, SDB and PLM from NREM segments. The results showed that our 
proposed model achieved the best F1 score for all three different classification prob-
lems. In the future, we will conduct experiments with different combined channels 
of EEG, EMG and EOG signals to improve the results and observe which channels 
play critical role. 
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Application of Fuzzy Logic in Stock 
Markets by Using Technical Analysis 
Indicators 

Leow Wei Kang, Mohd Izzat Nordin, Abdul Sattar Din, 
and Mohamad Tarmizi Abu Seman 

Abstract Investing with proper understanding on the stock is risk taking, while 
investing based on rumor is gambling. Increase in retail investors during the pandemic 
gives an opportunity of a more volatile market, therefore it leads to a need of using 
proper tools to screen through the stock market to find worthy assets to invest in. 
Previous research shows that there are possibilities of utilizing artificial intelligence 
techniques in assessing the market performance such as utilizing genetic algorithm 
with moving average convergence-divergence to generate trading signals or using 
deep recurrent neural network with closing data to predict the next day stock price. 
Even though there are good algorithms out there, it has not been utilized and made 
available to the public to access. Therefore, this project aims to develop an application 
to screen through the market using artificial intelligence techniques such as fuzzy 
logic to find a company which is worthy to invest in. Historical price data from 100 
companies that made up the Kuala Lumpur Composite Index (KLCI) is used to assess 
the performance of the fuzzy logic application developed. The technical indicators 
used for the system is RSI, stochastic and MACD. The trading strategy using this 
application is to select stocks which have score lower than 0.5 for a buy signal. The 
results almost achieve the primary objective of generating 70% correct buy signals 
for short-term trading. 

Keywords Fuzzy inference system · Technical indicator · RSI ·MACD ·
Stochastic
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1 Introduction 

Retail investors are increasing and are actively trading in Kuala Lumpur Stock 
Exchange (KLSE) during the pandemic. The ability to trade online and ease of 
access of business performance promotes the growth of retail investors community. 
The value of shares traded by retail investors was RM32.3 billion in June, while 
foreign investment was RM14.6 billion and local institutional fund was RM30.28 
billion [1]. The increase in amount of retail investment is also due to the low interest 
rate of fixed deposit of Malaysian bank due to CoViD-19. The return per annum 
offered by most banks was < 3% [2]. Most people prefer to use their money to invest 
in the stock market rather than keeping their money in fixed deposits. This is because 
investment in the stock market will provide more return compared to fixed deposits. 

When to buy in, when to exit has been a huge question for retail investors. They 
regret most of their decision most of the time, by selling early when the stock is on 
rise and not cutting loss when the stocks start to go down [3]. Some of them even 
chase the stock price when it is going up, believing that it will continuously go up 
but ended up the stock price went down. 

Due to lack of analysis and judgement, retail investors tend to follow the majority 
when making investment decisions based on incomplete information, analyst repu-
tation and speculative mentality [4]. This is what is known as herd mentality. Having 
access to social media makes things even worse. Since investment advice is heavily 
sought after during this pandemic, this causes the rise to some self-proclaimed invest-
ment gurus, who give investment advice without license from Security Commission 
[5]. This further increases the risk if retail investors do not make any effort to analyse 
the recommended stock and fall into the scheme of the investment gurus, resulting 
in loss of money due to buy high. 

Contra traders or intraday traders are short-term investors who sell and buy the 
same shares without paying for them within the 3-day period. They will either pay 
the buying price for the time or paying or receiving the difference from the buying 
price after they sell the stock for losing and gaining respectively. This is a very risky 
method as it will incur a lot of losses if there is an unexpected movement of the stock 
price [6].
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2 Methodology 

A fuzzy logic inference system using technical indicators such as MACD, RSI 
and stochastic oscillator is proposed. The methods include the selection of data for 
program performance testing, methods on acquiring end of day data using Uniform 
Resource Identifier (URI), procedure on processing the data acquired, development 
of fuzzy logic system and methods on evaluating the performance of the program. 

The data returned includes the opening price, closing price, high and low for the 
day, adjusted close price and traded volume. The data for closing price is extracted for 
calculation for RSI, stochastic and MACD. The calculation is done using MATLAB 
Financial Toolbox. The period for RSI is set to 14 days. The period for stochastic is 
set to 3 periods for %D and 14 days for %K, however only slow (smoothed) %K is 
used in the analysis. This is to prevent the stochastic oscillator from having drastic 
changes due to an increase in sensitivity towards price fluctuations. MACD is set 
to 12 EMA—26 EMA and the signal line is set to 9 EMA. The technical indicators 
settings are the conventional setting for short-term trading. For RSI and stochastic, 
the values are divided by 100 so that input to the fuzzy system is normalized between 
0 and 1 as RSI and stochastic are returned as percentage. For MACD, two features 
are being observed. One of them is the difference between the MACD and the signal 
line [7]. The other one is the changes of the difference compared to the previous 
difference. Since the output of the results are not bounded, normalization is required. 
However, conventional scaling from 0 to 1 is not suitable as the value 0 is quite 
important in the difference between the MACD and signal line. It is a signal that a 
crossing occurs and it usually signifies a buy or a sell call depending on the condition 
of it converges or diverges. 

The fuzzy inference system used is Sugeno FIS instead of Mamdani FIS. It is 
more computationally efficient and well suited for mathematical analysis. 

Figure 1 shows the proposed Sugeno FIS. There are 4 inputs to the system, which is 
the RSI, stochastic, MACD_CD which is the measurement of the difference between 
current day and previous day MACD line and signal line difference. The final one is 
the MACD_zero cross which is the measurement of difference between MACD line 
and signal line. In the fuzzification process, AND method is the product of the input 
to ensure all variables in a rule are involved in the computation. The defuzzification 
process uses the weighted average method so that the output is between 1 and 0. All 
the input values had been normalized to the range of 0–1 during data processing.
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Fig. 1 Proposed Sugeno FIS 

3 Results and Discussions 

Table 1 shows the performance of the fuzzy logic system over 18 days of observation. 
There are 206 buy signals generated throughout the period. The overall accuracy is 
34.47% for intraday trading (T), 52.43% for contra trading (3D), 65.05% for week 
trading (5D), 79.61% for 15 days observation period (15D) and finally 63.59% for 
generating profit larger than 1% within 15 days observation (> 1%E).

From Fig. 2, it is observed that the accuracy of the buy signals generated increases 
as the observation day increases. This is because when the observation period is 
longer, it gives more tolerance for the stock to fluctuate, hence increasing the chances 
of higher close within the period. An example could be seen from a buy signal 
generated on 25th May on YTLREIT.

Figure 3 shows the price change of YTLREIT. It is observed that even though 
within 5 days the stock price does not close high, there are still chances for the stock 
to close with higher price after longer observation period.

The fuzzy logic system developed analyze the stock generally, where it utilizes 
technical indicator performance for analysis. However, there are possibilities where 
the real stock price performance does not agree with the general strategy. A good 
example will be BURSA (1818). 

From the orange boxes in Fig. 4, Bursa was among the most recommended stock 
to buy for the day. However, except for 4th May, other buy signals were off. It is also 
observed that the score decreases for 5th May but increases on 6th May. 4th May 
closes higher, indicating that the stock is going to move up, resulting in the score for 
Bursa in 5th May decreases. However, on 5th May, the closing price drops instead 
of increases. The rise of score on 6th May is caused by the correction from 5th May, 
signaling the buying confidence decreases.
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Table 1 Performance of fuzzy logic system 

Date Samples T T (%) 3 days  3D 
(%) 

5 days  5D 
(%) 

15 days 15D 
(%) 

> 
1%E 

> 
1%E 
(%) 

3-May 8 2 25.00 4 50.00 5 62.50 5 62.50 4 50.00 

4-May 6 1 16.67 1 16.67 2 33.33 2 33.33 0 0.00 

5-May 7 0 0.00 2 28.57 3 42.86 4 57.14 2 28.57 

6-May 4 1 25.00 2 50.00 2 50.00 2 50.00 2 50.00 

7-May 4 3 75.00 4 100.00 4 100.00 4 100.00 2 50.00 

10-May 13 3 23.08 5 38.46 6 46.15 6 46.15 2 15.38 

11-May 10 2 20.00 3 30.00 5 50.00 6 60.00 3 30.00 

12-May 4 1 25.00 3 75.00 3 75.00 3 75.00 2 50.00 

17-May 10 3 30.00 5 50.00 5 50.00 9 90.00 8 80.00 

18-May 8 4 50.00 4 50.00 4 50.00 8 100.00 6 75.00 

19-May 17 1 5.88 1 5.88 6 35.29 14 82.35 12 70.59 

20-May 7 0 0.00 3 42.86 5 71.43 5 71.43 5 71.43 

21-May 3 3 100.00 3 100.00 3 100.00 3 100.00 3 100.00 

24-May 6 5 83.33 6 100.00 6 100.00 6 100.00 6 100.00 

25-May 17 5 29.41 10 58.82 11 64.71 15 88.24 15 88.24 

27-May 16 11 68.75 13 81.25 14 87.50 15 93.75 12 75.00 

28-May 44 12 27.27 20 45.45 31 70.45 35 79.55 28 63.64 

31-May 22 14 63.64 19 86.36 19 86.36 22 100.00 19 86.36 

Overall 206 71 34.47 108 52.43 134 65.05 164 79.61 131 63.59

Fig. 2 Accuracy of buy signals generated
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Fig. 3 Changes of 
YTLREIT (5109) Closing 
Price in 15 days

4 Conclusions 

Overall, this project manages to get close to the objective of 70% accuracy (63.59%) 
in generating at least 1% return). It manages to prove the efficiency of using conven-
tional technical indicators as a variable in generating correct buy signals. The inaccu-
racy of the signal generated is because technical indicators are just an analysis of past 
trends. It is still subject to the investors’ interest in the stock to push up or pull down 
the price for the future. Besides, it also depends on other factors such as economic 
stability, sector interests, demand and supply. These factors might fluctuate wildly 
due to unexpected issues. The success of developing this system even though there are 
still improvement spaces proves that fuzzy logic is suitable to be used when dealing 
with uncertainties and lack of information since stock price movement is always full 
of uncertainties and no matter how much research is made, not all information of the 
company or the investors sentiments are captured.
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YOLOv7-Tiny and YOLOv8n Evaluation 
for Face Detection 

Ibrahim Al Amoudi and Dzati Athiar Ramli 

Abstract The lightweight face detection models were developed to match the spec-
ifications of edge devices. This makes them suitable for use in real-life applications 
where the high GPU might not be available. This study compares the performance 
of two lightweight object detection models, YOLOv7-tiny and YOLOv8n, for face 
detection applications. Both models were trained on WIDERFACE dataset, and their 
performance was evaluated using mean average precision (mAP). Regarding model 
size, YOLOv8n is lighter than YOLOv7-tiny with only 3.01 million parameters, 
making it more efficient for deployment on resource-constrained devices. In terms 
of accuracy, the results showed that YOLOv7-tiny achieved a mAP50 of 69.8% and a 
mAP50-95 of 36.2%, while YOLOv8n achieved a mAP50 of 37% and an mAP50-95 
of 67.6% 

Keywords Face detection · Lightweight · YOLOv7 · YOLOv8 

1 Introduction 

Face detection is a crucial task in computer vision with numerous real-world appli-
cations. With the rise of edge computing and Internet of Things (IoT) devices, there 
is a growing demand for lightweight face detection models that can run on resource-
constrained devices with limited computational power and memory. Traditionally, 
face detection models were based on classical machine learning algorithms such as 
Haar cascades [1, 2]. These models were lightweight and fast but struggled with 
challenges such as pose variations, occlusions, and low lighting conditions [3]. 

With the emergence of deep learning, Convolutional Neural Networks (CNNs) 
have become the state-of-the-art for face detection. However, most of the popular
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CNN-based models such as MTCNN [4] or RetinaNet [5] are computationally expen-
sive with millions of parameters and require high-end GPUs for training and infer-
ence. These models are not suitable for deployment on edge devices due to their high 
memory and power requirements. To address these challenges, researchers have 
developed a new generation of lightweight face detection models that are optimized 
for edge devices. These models employ various techniques such as Depthwise sepa-
rable convolutions [6], Channel shuffling [7], and reparameterization [8] to reduce 
their size and computational complexity while maintaining a high level of accuracy. 

Some examples of popular lightweight face detection models include Face SSD 
[9], BlazeFace [10], and SCRFD [11]. These models have achieved high accu-
racy while being lightweight and efficient, making them suitable for deployment 
on embedded systems, mobile devices, and IoT devices. Researchers have recently 
developed scalable object detection models that can be used in various scenarios. 
The recent YOLO series YOLOv7 [8], and YOLOv8 [12] are examples of scalable 
object detection models that can be utilized for face detection. YOLOv7-tiny and 
YOLOv8n are the smallest variants from their series that are suitable for deployment 
on edge devices. 

In this paper, we trained two lightweight versions of the recent YOLO series: 
YOLOv7-tiny and YOLOv8n. We conducted a comparison of these models based on 
their size and accuracy. Furthermore, we evaluated the performance of both models 
on the WIDERFACE dataset. 

2 Related Works 

You Only Look Once (YOLO) is one of the earliest single-stage object detection 
models. YOLO is a real-time object detection algorithm that is fast and precise. 
It can predict bounding boxes and their class probabilities simultaneously using a 
single-stage CNN. After the success of YOLOv1, the authors modified the model 
and then published YOLOv2 followed by YOLOv3. In YOLOv2, the authors used 
anchor boxes in the head and Darknet19 as the backbone model. On YOLOv3 they 
replaced the backbone with a deeper CNN architecture named DarkNet-53. To solve 
the issue of detecting small objects, YOLOv3 uses multiscale prediction [13]. 

YOLOv3 was a great success yet it required more improvements to continue the 
competition with other object detection algorithms. Therefore Bochkovskiy et al. 
came up with a new version of YOLO and called it YOLOv4 in 2020. In YOLOv4 they 
modified the backbone architecture by using CSPDarknet53 and added SPP and PAN 
as neck [14]. YOLOv5 is another version of the YOLO series produced by Ultralytics 
in 2020. Ultralytics deployed several releases of YOLOv5 in GitHub. Similar to 
YOLOv4, YOLOv5 used CSPDarknet53 as a backbone, SPP and PAN as a neck, 
and the same head as YOLOv3. YOLOv5 has several variants, including YOLOv5s, 
YOLOv5m, YOLOv5l, and YOLOv5x, which vary in scale and level of accuracy. The 
smaller models, such as YOLOv5s, are designed for faster inference times and lower 
memory requirements, while the larger models, such as YOLOv5x, are designed for
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improved accuracy and performance on complex object detection tasks. There is no 
change in the number of layers between YOLOv5 variants. The difference between 
them is in the scaling multipliers of the width and depth of the network [15]. After 
the release of YOLO5, Wang et al. proposed scaled-Yolov4 and developed a model 
scaling method by scaling up and down the number of stages in the model to utilize 
it for usage in different scenarios. They make YOLOv4-tiny, YOLOv4-CSP, P5, P6, 
and P7 variants [16]. To solve the issues associated with YOLOv4 the authors of 
YOLOv4 developed YOLOv7 which is another version of the YOLO series released 
in 2022. The authors used YOLOv4 and Scaled-YOLOv4 as bases for developing 
the model. The focus of YOLOv7 is to use optimization techniques that can help 
increase the model’s efficiency and accuracy without increasing the inference cost 
[8]. YOLOv7 is one of the recent anchor-based object detection models. YOLOv8 is 
a scalable anchor-free version of the YOLO series. It was released by Ultralytics in 
2022. YOLOv8 was developed to be an efficient and accurate object detection model 
[12]. 

3 Methodology 

In this project, the lightweight face detection models based on object detection 
YOLOv7-tiny and YOLOv8n were trained and evaluated. The basic idea of a 
lightweight face detection model is as follows. First, the input image is fed into the 
face detection model. After that, the face detection model is responsible for extracting 
features, detecting, and locating faces within the images. Finally, the output detection 
results are generated, which provide information about the location and characteris-
tics of the detected faces. Figure 1 shows the block diagram of the basic lightweight 
face detection model. 

Object detection models can be broken down into several components, including 
the backbone, neck, and head. The backbone is the first component in the object 
detection model that takes in the input image and extracts high-level features from it. 
The extracted features are used to represent the image in a higher-level feature space, 
which helps in identifying objects in the image. The neck is the second component

Input 
image Backbone Neck Head 

Detecting 
faces 

Object detection model 

Fig. 1 The block diagram of the basic lightweight face detection model consists of three compo-
nents: the input, the object detection model, and the output. The object detection model consists 
of three components: the backbone, neck, and head. First, input images are fed to the backbone to 
extract features, which are then enhanced by the neck. Finally, the head uses the results from the 
neck to detect and localize faces in the image 
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in the object detection model that takes the features extracted by the backbone and 
performs additional processing on them. The neck is usually a set of convolutional 
layers that are used to fuse and refine the features extracted by the backbone. The 
neck helps to improve the quality of the features and makes them more suitable for 
object detection. The head is the final component in the object detection model that 
uses the features extracted by the backbone and refined by the neck to detect and 
locate objects within the image. The heads can be classified into anchor-based and 
anchor-free heads. 

YOLOv7 is an anchor-based object detection model while YOLOv8 is an anchor-
free object detection model. Usually, the anchor-free models are lighter than the 
anchor-based models because the anchor-free models avoid the computation related 
to anchor boxes. Both YOLOv7 and YOLOv8 made several variants with different 
model sizes. Having several variants made both models suitable for deployment 
in various devices from a high-power GPU to a resource-constrained device. Both 
models try to provide the best trade-off between model accuracy and model size. 
Generally, larger and more complex models tend to have higher accuracy, but they also 
require more computing resources and storage space. On the other hand, smaller and 
simpler models may be less accurate, but they are more lightweight and faster to train 
and deploy. YOLOv7-tiny and YOLOv8n are chosen because they are the smallest 
variants of their series Therefore, they are suitable for real-time face detection on 
re-source-constrained devices. 

4 Experiment 

4.1 Datasets 

To verify the effectiveness of the targeted model’s WIDERFACE dataset was used. 
WIDERFACE dataset is a widely used face detection benchmark dataset consisting 
of a diverse set of images with faces in various poses, scales, and occlusion levels. 
It includes over 32,000 images and more than 393,000 annotated face instances, 
making it an important resource for training and evaluating face detection models. 
The dataset is popular among researchers and has been used in numerous studies to 
develop and test new face detection algorithms [17]. 

4.2 Experimental Setting 

Firstly, the dataset images were resized to 640 × 640, and changed the annotation to 
fit the new size. Only the training and validation images from WIDERFACE dataset 
were used for both models. Then Roboflow online tool was used to change the annota-
tion files to YOLO format. Secondly, YOLOv7-tiny was trained using the pre-trained
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model. For the training, the input size was set to 640 × 640, batch size 16, and the 
number of epochs to 100. Thirdly, the same setting was repeated with YOLOv8n. 
Both models were trained using Google Colab’s NVidia Tesla T4. After each epoch, 
the performance of two models was recorded and then evaluated using standard eval-
uation metrics, which included mean average precision at 50 IoU threshold (mAP50) 
and mean average precision over the intersection over union (IoU) thresholds ranging 
from 50 to 95% (mAP50-95). mAP50 represents the average precision calculated 
when the model detects an object with at least 50% overlap with the ground truth 
bounding box. In contrast, mAP50-95 represents the average precision calculated 
when the model detects an object with different levels of overlap with the ground 
truth bounding box, ranging from 50 to 95%. The model size was evaluated based 
on two metrics, the number of parameters used and Giga Floating Point Operations 
Per Second (GFLOPs). GFLOPs measures the computational complexity of a neural 
network model and indicates the number of floating-point operations a model can 
perform in one second. A higher GFLOPs value indicates a more computationally 
expensive model. The number of parameters in a neural network model includes the 
learnable parameters like weights and biases that the model learns during training to 
make accurate predictions. The complexity of the model increases with the number 
of parameters, and it requires more data to learn effectively. 

5 Results and Conclusion 

After the models were trained on WIDERFACE dataset, they were put into compar-
ison based on model size and accuracy. For the model size, YOLOv7-tiny contains 
a 6.01 M parameter with 13.2 GFLOPs while YOLOv8n contains a 3.01 M param-
eter with 8.2 GFLOPs. With this, we can see that YOLOv8n is significantly 
smaller than the YOLOv7-tiny. For the mAP50, YOLOv7-tiny reached 69.8% and 
YOLOv8n reached 67.6%, and for the mAP50-95 YOLOv7-tiny achieved 36.2% and 
YOLOv8n achieved 37%. With mAP50 YOLOv7-tiny achieved better results and 
with mAP50-95 YOLOv8n was better. This result shows YOLOv8n is more efficient 
than YOLOv7-Tiny because the model size is significantly smaller than YOLOv7-
Tiny while there are small differences in the accuracy metrics. Therefore, YOLOv8n 
is more suitable to be deployed in edge devices than YOLOv7-tiny (Fig. 2, Table 1).
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Fig. 2 The first graph shows the mAP50 per epoch result of YOLOv7-tiny and YOLOv8n. The 
second shows the mAP50-95 per epoch result of YOLOv7-tiny and YOLOv8n 

Table 1 Comparison between YOLOv7-tiny and YOLOv8n on WIDERFACE dataset 

Model Param GFLOPs mAP50 mAP50-95 

YOLOv7-tiny 6.01 M 13.2 0.698 0.362 

YOLOv8n 3.01 M 8.2 0.676 0.37 
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Abstract Feature selection is critical in fields like data mining and pattern classifica-
tion, as it eliminates irrelevant data and enhances the quality of highly dimensional 
datasets. This study explores the effectiveness of the Q-learning embedded sine 
cosine algorithm (QLESCA) for feature selection in industrial casting defect detec-
tion using the VGG19 model. QLESCA’s performance is compared to other opti-
mization algorithms, with experimental results showing that QLESCA outperforms 
the other algorithms in terms of classification metrics. The best accuracy achieved 
by QLESCA is 97.0359%, with an average fitness value of − 0.99124. The proposed 
method provides a promising approach to improve the accuracy and reliability of 
industrial casting defect detection systems, which is essential for product quality 
and safety. Our findings suggest that using powerful optimization algorithms like 
QLESCA is crucial for obtaining the best subsets of information in feature selection 
and achieving optimal performance in classification tasks. 
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1 Introduction 

Casting is a common manufacturing method that involves pouring liquid material 
into a mold with a hollow shape and allowing it to harden. However, certain casting 
faults may occur, which can affect the quality of the final product. Identifying internal 
flaws during the casting process is crucial for maintaining high product standards. 
Early detection of these faults can help identify defective items quickly and save 
both time and money. Undetected faults can lead to the failure of critical mechanical 
components. Thus, intelligent systems play an essential role in production lines to 
increase detection accuracy and maintain product quality [1]. Numerous studies have 
explored deep-learning-based techniques for detecting casting defects in literature. 
For example, Wang et al. [2] proposed a deep model to detect subtle casting defects 
in aluminum alloys using X-ray images. Du et al. [1] developed an X-ray-oriented 
deep learning-based defect detection system. Pastor-López et al. [3] proposed a 
quality assessment system based on machine learning using a small dataset. Wu 
et al. [4] introduced BX-Net, a transfer learning approach that accurately detects 
casting defects in X-ray images and extracts highly discriminative features from 
diverse categories. Ji et al. [5] proposed an artificial intelligence approach to detect 
and recognize faults in aerospace titanium castings using X-ray images. Jiang et al. [6] 
developed a weakly-supervised Convolutional Neural Network model for detecting 
faults in casting X-ray images. Han et al. [7] suggested a deep convolutional network 
approach for defect segmentation in polycrystalline silicon wafers. 

Feature selection is a crucial preprocessing step in machine learning to reduce 
the amount of data in a set. Several algorithms have been proposed to address the 
combinatorial optimization problem of selecting an optimal subset of features that 
can maintain or enhance classification accuracy. Bacanin et al. [8] presented an 
enhanced version of the arithmetic optimization algorithm (AOA) that selects an 
optimal feature subset for a specific classification problem. In another work, Zhong 
et al. [9] hybridized the equilibrium optimizer with an artificial bee colony for feature 
selection. Houssein et al. [10] utilized the Sooty Tern Optimization Algorithm to 
improve classification accuracy by selecting optimal features. More recently, Hamad 
et al. [11] applied the Q-learning embedded sine cosine algorithm (QLESCA) to 
select a subset of features for COVID-19 detection. 

The main aim of this work is to enhance the performance of automatic defect 
detection in industrial casting by selecting the optimal features extracted via a deep 
learning model. We use the QLESCA algorithm [12] for feature selection and evaluate 
its performance against other optimization algorithms. The results of this study will 
aid in the development of more accurate and efficient defect detection systems in the 
manufacturing industry. 

The remaining sections of this paper are organized as follows: Sect. 2 presents the 
dataset used in the study. In Sect. 3, the methodology is proposed. The experimental 
results are presented in Sect. 4. Finally, in Sect. 5, conclusions are drawn and future 
research directions are discussed.
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Normal Defective 

Fig. 1 Various normal and defective casting case images 

2 Dataset Used in the Study 

In order to authenticate the viability of our suggested framework, an assemblage 
of 8012 images [13] was employed as the foundation. This dataset is inherently 
partitioned into two distinct classifications: 4613 instances characterized as defec-
tive samples and 3399 instances cataloged as normal samples. The allocation of 
this dataset adhered to a bifurcation wherein 60% of the data, encompassing 2768 
defective and 2039 normal samples, was reserved for the training endeavor. The 
remaining 40%, comprising 1845 defective and 1360 normal samples, was desig-
nated for the testing phase. Visual insight into the dataset is proffered through Fig. 1, 
which visually presents a selection of normal and defective casting case images. 

3 Methodology 

Within this investigation, we harnessed a Convolutional Neural Network (CNN)-
based framework to conduct feature extraction. Specifically, the architecture of choice 
was VGG19. VGG19 encompasses a trio of fully connected strata (namely fc6, 
fc7, and fc8) boasting dimensions of 4096, 4096, and 1000 correspondingly. These 
strata encapsulate features gleaned from the dataset, a portion of which may prove 
superfluous and cast a detrimental shadow on classification precision. To counteract 
this concern, we deliberately focused solely on the features originating from fc8 as 
the designated feature subset for our model. Subsequently, we invoked the QLESCA 
algorithm to curate a subset of these features to be employed in classification tasks 
via a support vector machine (SVM). The architectural blueprint of our proposed 
model is visually expounded in Fig. 2, while the underpinning fitness function finds 
its elucidation in Eq. 1. 

Fitness, F = K ∗ (α ∗ A − β ∗ (S_Features/T_Features)) (1)

In Formula 1, A symbolizes the accuraccy of classification, while S_Features 
denotes the count of chosen characteristics. The variables α and β, both confined
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Fig. 2 The proposed model

within the [0, 1] spectrum, epitomize the varying significance assigned to classi-
fication precision and the count of chosen features within the fitness function. T_ 
Features signifies the complete assortment of features within fc8 (amounting to 1000 
features) extracted through the VGG19 model. To align with the optimization algo-
rithm’s pursuit of minimizing the fitness value, the outcome of the fitness evaluation 
is scaled by a factor of K = −  1, rendering it negative. 

4 Experimental Results 

The effectiveness of QLESCA in addressing the feature selection challenge was 
assessed by comparing it against two contemporary optimization algorithms: Sine 
Cosine Algorithm (SCA) [14, 15] and AOA [16]. All algorithmic setting utilized in 
comparision remained consistent with the original algorithms. Notably, each experi-
ment was meticulously replicated 10 times to mitigate the influence of random vari-
ations on the outcomes. Furthermore, it’s pertinent to highlight that the maximum 
iteration count in this investigation was set at 200. Table 1 displays the best, mean, 
median, worst, and standard deviation values for all tested algorithms. The results 
demonstrate that QLESCA outperformed the other algorithms. As shown, QLESCA 
achieved better results. Further analysis was conducted by plotting the convergence 
curve of QLESCA compared to other evaluated algorithms, as illustrated in Fig. 3. 
The horizontal axis represents 200 iterations, and the vertical axis represents the best 
score obtained.

The experimental results presented in Table 2 demonstrate that the features 
selected via QLESCA outperformed the other optimization algorithms in terms of 
accuracy, precision, specificity, sensitivity, and F1-score. Specifically, the QLESCA 
algorithm attained the highest average performance across all classification metrics, 
indicating that it is the most effective algorithm for feature selection in indus-
trial casting defect detection using the VGG19 model. These findings suggest that
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Table 1 The average cost and standard deviation of QLESCA against other optimizers 

Algorithm Best Mean Median Worst STD 

QLESCA − 0.9926 − 0.99124 − 0.99137 − 0.9899 0.001 

SCA − 0.9898 − 0.98915 − 0.98898 − 0.9889 0.0004 

AOA − 0.9897 − 0.98917 − 0.9891 − 0.9885 0.0005 

Fig. 3 The convergence curve of QLESCA, SCA, and AOA in SD model

QLESCA can be a valuable tool for improving the accuracy and reliability of 
industrial casting defect detection systems. 

Table 2 Comparison between QLESCA and other algorithms regarding the optimal parameters on 
the SD model 

Model TP TN FP FN Accuracy 
(%) 

Precision 
(%) 

Specificity 
(%) 

Sensitivity/ 
recall (%) 

F1-score 
(%) 

QLESCA 1790 1320 40 55 97.0359 97.8142 97.0588 97.0190 97.4150 

SCA 1782 1314 46 63 96.5991 97.4836 96.6176 96.5854 97.0324 

AOA 1785 1316 44 60 96.7551 97.5943 96.7647 96.7480 97.1693 

Bold indicates, the best value corresponds to the highest one
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5 Conclusion 

In this study, we proposed a novel feature selection algorithm, QLESCA, for indus-
trial casting defect detection using the VGG19 model. Our results show that QLESCA 
outperforms other optimization algorithms in terms of accuracy, precision, speci-
ficity, sensitivity, and F1-score, demonstrating its effectiveness in selecting the most 
informative features for defect detection. Our findings suggest that QLESCA can be 
a valuable tool for improving the accuracy and reliability of industrial casting defect 
detection systems. Overall, our study highlights the importance of feature selection in 
machine learning-based defect detection systems, and the potential benefits of using 
QLESCA in industrial applications. Future work can investigate the scalability and 
generalizability of QLESCA to other datasets and models, and explore the potential 
of integrating it with other techniques for further improvements in defect detection 
performance. 
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Abstract Gender classification is one of the key features in soft biometrics besides 
age, ethnicity, facial expression, etc. Gender classification based on skin tone has 
its own importance that can further improve the performance of facial recognition 
systems. Most Convolutional Neural Network (CNN) models require a large amount 
of training data to improve classification accuracy and increase processing time. 
Fortunately, the MobileNetV2 model overcomes this problem by running faster than 
the other models. However, the model’s accuracy suffers when the gender classi-
fication results based on skin tone reach 50% accuracy, indicating that the model 
suffers from an “overfitting” problem. To address this issue, the proposed research 
constructed a novel face images dataset containing 6250 face images that chosen from 
original FaceARG dataset and divided equally into Bright (3125) and Dark (3125) 
skin tone. Each skin tone (Bright and Dark) is equally divided into two genders, 
1563 (male) and 1563 (female). The new FaceARG dataset is then used to run two 
types of experiments (Bright and Dark) on the MobileNetV2 model. The Fine-Tuning 
method from Transfer Learning is then applied to the MobileNetV2 model, along 
with method gains from previous studies. The Dark experiment achieved the highest 
accuracy on training dataset, which is 97.4%, compared to 50% on the model without 
fine-tuning, and the Bright experiment achieved the highest accuracy on test dataset, 
which is 89.8%, compared to 50% on the model without fine-tuning. The findings 
of this study will determine the ability of the proposed model to accurately classify 
gender based on skin tone.
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1 Introduction 

Gender classification is a well-known binary classification type of classification 
that involves two types of categories (male and female). Recently, the issue of 
uneven accuracy rates for different groups has been revealed in the context of gender 
classification using images of faces with different skin tones. 

In [1], suggests a combination of gender and race research. They investigated 
the differential performance of gender classification algorithms across gender racial 
groups using the UTKFace [2] and FairFace [3] datasets. For all the experiments they 
ran, Black Race and Black Women in the dataset had the lowest accuracy rates. Middle 
Eastern men and Latino women obtained the highest accuracy rates, also observed 
in [4]. This is the case, possibly due to the reflective nature of skin color in varying 
lighting combined with facial morphology. Nevertheless, another issue started to 
arise when the classification accuracy of the MobileNetV2 model plateaued at 50%, 
indicating “overfitting” behavior. To solve this issue, the proposed study improves 
the MobileNetV2 model using the Transfer Learning with Fine Tuning approach. 

The proposed research presents two key contributions. The first contribution is 
collected a new balanced FaceARG dataset in a small-scale size separated between 
Bright and Dark skin tones while the second contribution introduced a CNN-TL 
model that uses a novel fine tuning method combined with a head model from 
previous work. 

2 Literature Review 

2.1 Skin Tone 

The topic of skin tone is the important element of the proposed research which 
highlights gender classification methods based on their skin tone rather than their 
race or ethnicity. The previous research to tackle the problem in skin tone are depicted 
in Table 1.

As  shown in Table  1, Haar Cascade classifier [9] is widely used in face detection 
due to its open source nature and fast execution time. The proposed research uses 
research that has been conducted in [6] but applied in Hex Color Code and categorized 
skin color using K-Means skin segmentation. As illustrated in Table 2, the skin tone 
is divided into three categories.
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Table 1 Approaches to tackle the problem in skin tone 

Author and year Approaches Face 
detection 

Azzopardi et al. 
[5] 

Automatic procedure that combines trainable shape and 
color features for gender classification 

Viola Jones 

Molina et al. [6] K-means method was used to categorize the color faces 
using clusters of RGB pixel values 

Pretrained 
CNN 

Demirezen and 
Erdem [7] 

Signal decomposition method, nonlinear mode 
decomposition (NMD) in estimating the heart rate signal 
from face videos in the presence of subject motion 

Viola Jones 

Muthukumar et al. 
[8] 

Color-theoretic, luminance mode-shift and optimal transport Viola Jones

Table 2 Skin tone divide by 
color range using hex color 
code 

Skin tone Hex color code 

Bright [16777215–12619362] 

Mild [12619362–10300000] 

Dark Other than [8421504–0] 

2.2 Convolutional Neural Network: Transfer Learning 
(CNN-TL) 

Transfer learning is a technique used to improve learner performance in one domain 
by transferring data from related domains. It involves taking a network that has 
been trained on a dataset and applying it to a new dataset to recognize categories of 
untrained images or objects. It uses robust discriminatory filters learned by state-of-
the-art networks on challenging datasets to identify objects for which the model has 
never been trained. 

CNN enables more advanced functionality than traditional approaches, allowing 
for a more nuanced understanding of advanced architecture [10]. CNN is a popular 
computer vision leader, with deep convolution neural networks achieving high perfor-
mance in a variety of tasks [11]. MobileNetV2 [12] was chosen as a low-power CNN 
architecture for applications based on mobile and embedded devices, as it performed 
better than other models in terms of execution time. 

There are also researchers who combine both methods by performing fine-tuning 
methods and adding layers to Fully Connected (FC) layers. To the best of my knowl-
edge, no researcher has specified exactly which layers they frozen or unfrozen during 
the fine-tuning process run against the MobileNetV2 model. The proposed research 
uses this opportunity to add novelty to the research by performing a fine-tuning 
process by deter-mining which layers need to be frozen or unfrozen and combining 
them by modifying the layers on the FC layer during the MobileNetV2 model.
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3 Methodology 

The experiments were compiled starting with the input of the dataset, the prepro-
cessing phase, the gender classification phase and subsequently obtaining the output 
i.e., gender classification based on skin tone. The experimental design is illustrated 
in Fig. 1. The dataset used in this experiment was the FaceARG dataset [13] which is 
publicly available online. The FaceARG data collection includes four racial groups, 
but only considers two of them. The sample was split into Afro-Americans with dark 
skin and Asians with bright skin. The proposed research dataset only selects clearly 
visible faces that have been stripped of any accessories. 

Preprocessing phase is the process of skin tone classification-based ethnicity and 
gender in FaceARG dataset. 6256 face images are divided into four classes, Bright 
Male, Bright Female, Dark Male, and Dark Female. The most important idea is that 
the preprocessing phase produces a new FaceARG data set, which is 3.6% of the 
total data set that will in turn be used in the gender classification phase. Datasets are 
separated using the holdout method which is 80% for training and 20% for testing. 

There are two separate datasets that are used in Gender Classification phase. The 
training data is divided into two types of data sets, which are training and validation 
data. The proposed gender classification is based on the method [14] of a previous 
study, which carried out experiments without using any face detector during the 
training phase and then saved the loaded model for use in the next step, on evaluation 
of architecture. Therefore, the proposed study takes into account what was told in 
[15] that a balanced dataset during the training process is important to maintain high 
accuracy against both classes. Face detection is not carried out in the training dataset, 
as it will reduce the amount of data when image datasets that cannot be detected are 
discarded. The model saved from the training phase is reused to classify gender using 
the test data set, providing gender classification results to the proposed model.

Fig. 1 Experimental design 
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Table 3 Result of the accuracy in training and test dataset 

Model Training 
dataset (%) 

Test dataset 
(%) 

Bright Dark Bright Dark 

Baseline 50.0 50.0 50.0 50.0 

Freeze from bottleneck block 11 + custom head model [16] 97.2 92.0 89.6 81.5 

Freeze from bottleneck block 12 + custom head model [16] 87.6 96.4 78.8 81.3 

Freeze from bottleneck block 13 + custom head model [16] 95.8 97.4 89.8 84.3 

Freeze from bottleneck block 11 + custom head model [17] 95.4 91.4 89.5 79.2 

Freeze from bottleneck block 12 + custom head model [17] 96.4 93.6 89.0 86.1 

Freeze from bottleneck block 13 + custom head model [17] 90.8 96.2 81.0 83.1 

4 Result and Discussion 

Table 3 stated that the overfitting conditions at the training phase, causing the model 
baseline to be overfitting and even worse than the training phase, due to the classifi-
cation phase through the process of face detection approach before classification. In 
addition, the highest accuracy result for Bright skin tone was 89.8% accuracy, while 
for Dark skinned tone achieved 86.1% accuracy. 

5 Conclusion and Future Research 

The MobileNetV2 model without performing methods of transfer learning coupled 
with a small number of epochs, can lower accuracy, and even make the model over-
fitting. Overfitting is an undesirable behavior that indicates the model is only suitable 
for data training only and not for new data for my case validation data that causes 
it to be overfitting. There are many reasons for overfitting, including the lack of 
data training in the model, or the lack of epoch. Overfitted model on this proposed 
research is 50% accuracy that usually occurs in binary class. 

Although the most important limitation is in hardware equipment, this research 
only uses CPU instead of GPU. Therefore, the future research will continue research 
related to this transfer learning using the GPU and then use the latest model to measure 
the performance of accuracy and processing time against gender classification based 
on this skin tone. 

Acknowledgements The Fundamental Research Grant Scheme (FRGS) of the Ministry of 
Education (MOE) supported this research with grant number 600-IRMI/FRGS 5/3 (234/2019).
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Literature Survey on Edge 
Detection-Based Methods for Blood 
Vessel Segmentation from Retinal 
Fundus Images 

Nazish Tariq, Shadi Mahmoodi Khaniabadi, Soo Siang Teoh, Shir Li Wang, 
Theam Foo Ng, Rostam Affendi Hamzah, Zunaina Embong, 
and Haidi Ibrahim 

Abstract Retinal vessel segmentation is an essential step in the diagnosis of various 
retinal diseases. Edge detection-based methods have shown promising results for 
retinal vessel segmentation due to their ability to identify the boundaries of the 
vessels. In this paper, we surveyed several edge detection-based methods for retinal 
vessel segmentation from three main databases: PubMed, IEEExplore, and Google 
Scholar. The outcomes from the literature search were filtered based on inclusion and 
exclusion criteria. From the selected literature, information about the edge detection 
techniques, the image datasets used, and the evaluation measures, are extracted. 
From this literature survey, we can see that there are many approaches that have 
been proposed by researchers to segment the blood vessel edges from the retinal 
fundus images. Most of them are using the traditional approaches, such as Sobel 
operators, and Canny edge detector. Recently, deep learning-based approaches have 
been proposed for this purpose. Some of the commonly used databases for retinal
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fundus images have also been reported in this review. Several evaluation measures 
that have been utilized by researchers have also been identified. 

Keywords Edge detector · Retinal vessel segmentation · Fundus images 

1 Introduction 

Retinal vessels are one of the most important structures in the human eye as they 
play a crucial role in the diagnosis and treatment of various eye diseases such as 
diabetic retinopathy, glaucoma, and hypertension [1]. To detect these abnormalities, 
it is necessary to segment the retinal vessels from fundus images. The segmentation 
of retinal vessels is a challenging task due to the complex structure of the retinal 
vasculature and the presence of noise and artifacts in the images. 

Several methods have been proposed for retinal vessel segmentation. Edge 
detection-based methods have shown promising results due to their ability to capture 
vessel edges accurately [2]. The edges represent the boundaries between different 
regions in the image, such as the boundaries between the retinal vessels and the 
background. 

In this literature survey, we aim to investigate the performance of edge detection-
based methods for retinal vessel segmentation. This survey will contribute to the 
development of more accurate and efficient tools for retinal vessel segmentation. 

2 Methodology 

Literature search was conducted in three well-known databases, which are PubMed, 
IEEEXplore, and Google Scholar during 2nd April 2023 to 27th April 2023. The 
keywords used are “retinal vessels segmentation”, “edge detection”, and “medical 
image analysis”. The inclusion criteria were studies that focused on edge detection-
based methods for retinal blood vessel segmentation, published in English language. 
Studies that do not report detailed description on the method, or do not use retina 
fundus images were excluded. The data extraction process involved recording infor-
mation such as the name of the author, publication year, journal or conference 
proceeding, edge detection method, performance measure, and databases used.



Literature Survey on Edge Detection-Based Methods for Blood Vessel … 501

3 Results and Discussions 

3.1 Related Works on Retinal Vessel Segmentations 

Table 1 presents a few works on retinal vessel segmentations. This table shows that 
there are different approaches to segment the retinal blood vessels. These methods 
vary from traditional to deep-learning approaches. 

Table 1 Approaches for retinal blood vessels segmentation 

Authors Summary Approach 

Hoover et al. [8] Locate retinal blood vessels using a matched filter response Traditional 

Michal and 
Stewart [9] 

Extract vessel centerlines from retinal images by using 
multiscale matched filters 

Traditional 

Quinn and 
Krishnan [10] 

Segment retinal blood vessel using curvelet transform and 
morphological reconstruction 

Traditional 

Yin et al. [11] Automatically segment and measure of blood vessels in fundus 
images using a probabilistic formulation 

Traditional 

Nguyen et al. 
[12] 

Segment retinal blood vessel using multi-scale line detector Traditional 

Melinscak et al. 
[13] 

Uses a deep neural network (DNN) approach for retinal vessel 
segmentation. The method consists of two stages: vessel 
classification and vessel delineation 

Deep 
learning 

Fu et al. [14] Segment vessel using deep learning networks and fully 
connected conditional random fields (FC-CRF) 

Deep 
learning 

Chakraborty 
et al. [15] 

Involves a pre-processing using a median filter to remove 
noise, gradient approximation using the Sobel operators, and 
post-processing to remove false edges and filling the gaps 

Traditional 

Hu et al. [16] Segment retinal vessel using a multi-scale convolutional neural 
network (MCNN) with an improved cross-entropy loss 
function 

Deep 
learning 

Jiang et al. [17] Segment retinal vessel by using a dilated multi-scale 
convolutional neural network (DCNN) 

Deep 
learning 

Orujov et al. 
[18] 

Uses a new fuzzy logic-based edge detection algorithm for 
blood vessel detection in retinal images 

Traditional 

Ooi et al.  [19] Proposed a semi-automatic segmentation approach, which is 
based on Canny edge detector 

Traditional 

Chatterjee et al. 
[20] 

Edge is detected using Sobel edge detector. A post-processing 
is applied to refine the edges 

Traditional 

Zhang et al. 
[21] 

Uses Edge-Aware U-Net model for the retinal vessel 
segmentation 

Deep 
learning
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3.2 Commonly Available Retinal Fundus Datasets 

Researchers have used different datasets for color retinal fundus images (Table 2). 
The images are acquired from different patients with different types of pathologies. 
The datasets are publicly available and have been used by many researchers for retinal 
vessel segmentation. The followings are the five commonly used datasets:

. Digital Retinal Images for Vessel Extraction (DRIVE) dataset [3]: This dataset 
contains 40 color fundus images for blood vessel segmentation.

. STructured Analysis of the REtina (STARE) dataset [4]: This database provides 
400 raw fundus images. For blood vessel segmentation, this databasae provides 
40 hand labeled images as the ground truth.

. High-Resolution Fundus (HRF) dataset [5]: It contains 45 color fundus images, 
of which 15 are from healthy persons, 15 images from glaucomatous patients, 
and the remaining 15 images from diabetic retinopathy patients.

. Child Heart and Health Study in England (CHASE) BD1 dataset [6]: This 
dataset is acquired from 14 children. Fundus images are captured from both eyes, 
producing a total of 28 retinal fundus images.

. Standard Diabetic Retinopathy Database (DIARETDB1) dataset [7]: This dataset 
contains 89 color fundus images. 

These are just a few examples of the datasets used by the researchers for retinal 
vessel segmentation. There are many other datasets available as well. 

3.3 Performance Evaluation for Retinal Vessel Segmentation 

Table 2 shows the performance matrices used by researchers to evaluate the perfor-
mance of the edge detection methods. As shown by Table 2, there is no standard 
evaluation. This finding agrees with our previous review [22]. 

4 Conclusion 

In conclusion, edge detection techniques can be effective for retinal vessel segmen-
tation. However, the choice of technique should depend on the specific application 
and the characteristics of the image data. The traditional methods such as Sobel 
operator and Canny edge detector are popular as they can give good results and 
are relatively simple to implement. On the other hand, as deep learning techniques 
continue to advance, they may offer even more accurate and efficient methods for 
retinal vessel segmentation. However, the development of deep learning methods 
will require access to large amounts of annotated data and sufficient computational 
resources. Overall, further research is needed to fully explore the potential of edge
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Table 2 Datasets and performance evaluation measures used by researchers 

Authors Dataset Performance Measures 

Hoover et al. [8] 20 retinal fundus slides captured 
by a TopCon TRV-50 fundus 
camera 

True positive rate (TPR) and false 
positive rate (FPR)  

Michal and Stewart [9] Uses STARE and DRIVE 
datasets 

ROC curves, (1-Precision)-Recall 
plots, likelihood ratio, and 
Chernoff bound 

Quinn and Krishnan [10] Evaluated using real images 
from hospital 

Peak signal-to-noise ratio 
(PSNR), mean squared error 
(MSE), and time elapsed 

Yin et al. [11] Uses STARE, DRIVE, 
REVIEW, and KPIS datasets 

Vessel’s width 

Nguyen et al. [12] Uses STARE and DRIVE 
datasets 

Accuracy (ACC), mean absolute 
error (MAE) for vessel width 
measurement, Wilcoxon sign rank 
test 

Melinscak et al. [13] Uses DRIVE dataset ACC, TPR, FPR, area under the 
receiver operating characteristic 
(ROC) curve 

Fu et al. [14] Uses STARE and DRIVE 
datasets 

ACC, sensitivity (Sen) 

Chakraborty et al. [15] (No dataset used) Pratt score, F-measure, false 
alarm count, ACC, sen, precision, 
true negative rate, TPR, recall, 
G-mean, specificity (Sp) 

Hu et al. [16] Uses STARE and DRIVE 
datasets 

Sen, Sp, ACC, area under the 
ROC curve (AUC) 

Jiang et al. [17] Uses STARE, DRIVE and 
CHASE datasets 

ROC curve, PR curves,  ACC,  
Sen, Sp, F1 score 

Orujov et al. [18] Uses STARE, DRIVE and 
CHASE datasets 

Sen, Sp, ACC, Dice coefficient, 
Jaccard similarity 

Ooi et al.  [19] Uses STARE, DRIVE and 
CHASE datasets 

Pratt’s figure of merit (PFOM) 

Chatterjee et al. [20] Uses DRIVE dataset ACC, Sp, Sen 

Zhang et al. [21] Uses STARE, DRIVE and 
CHASE datasets 

Sen, Sp, ACC, F1 score, AUC, 
Matthew’s correlation coefficient, 
intersection over union, 
processing time

detection and deep learning techniques for retinal fundus images, and to develop 
methods that can be applied effectively in clinical settings. 
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of Vegetation Encroachment at Power 
Transmission Right-of-Way 
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Annie Joseph, and Tengku Mohd Afendi Zulcaffle 

Abstract The event of electricity outage could cause huge financial losses for the 
industry and inconvenience to the consumers. Vegetation encroachment at the power 
transmission right-of-way is one of the main causes. Transmission line fault could 
occur when a tree falls into the vicinity of power transmission line. Conventional 
inspection method such as ground inspection is the simplest approach to counter 
vegetation encroachment. However, technical personnel is required to travel on site 
to perform the inspection manually. This process is often time consuming and prone 
to human error. Airborne Light Detection and Ranging (LiDAR) system and satellite 
imagery are remote sensing approaches to inspect the power transmission right-of-
way. These approaches could reduce reliance on physical site inspection and remove 
human error. However, large dataset needs to be processed and specialist equipment 
is needed for this method which also increases the overall cost. In this research, 
a simple yet cost effective method is used to detect vegetation encroachment by 
using near aerial infrared (NIR) image processing approach. The process is divided 
into two parts. First, detect the inconspicuous power transmission line by utilizing 
Radon Transform (RT) in vertical derivative image and detect the peaks of the Radon 
Transform. Next, detect the vegetation encroachment in the clearance zone by using 
green normalized difference vegetation index (GNDVI) algorithm to differentiate 
between trees and glassy plains. Preliminary experiment results show a satisfactory 
performance in detecting vegetation encroachment at the power transmission right-
of-way. 

Keywords Vegetation encroachment · Power transmission right-of-way · Near 
infrared (NIR)
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1 Introduction 

Highly elevated structures are used in the transmission of high voltage electrical 
energy generated from the generation plant to the consumer area. The clearance 
for overhead line with aluminium or copper conductors must be maintained as it 
is predisposed to flashover. This causes unnecessary power interruptions for the 
consumer and revenue losses to the utility companies. The consequence of a blackout 
can be catastrophic when it affects a large businesses area that relies on electricity 
for its operations [1]. 

Transmission network should be monitored to guard against any failure of contin-
uous electricity supply. The preservation of electrical distribution networks should 
be examined regularly as the highest failure is due to tree encroachment [2, 3]. Better 
surveillance information can be provided by using online or remote monitoring as any 
fault could be located precisely and the process of power supply recovery could be 
facilitated. This can help to decrease the interruption time. Trees could be trimmed, 
and specified clearance of grasslands and bushes at the power transmission right-
of-way should be determined in order to keep the vegetation from affecting the 
conductors. 

Since the high voltage transmission lines are cascade connected, vegetation 
encroachment at any part of the right-of-way will potentially affect the entire 
cascading network [4]. Therefore, for commercial and legal reasons, electric utility 
companies have to regularly inspect their power transmission lines. One of the 
conventional methods involves site surveys or ground inspection, where a team is 
responsible for visual inspection of power transmission right-of-way by foot patrols 
or using vehicles [5]. Any vegetation that encroaches into the high voltage right-
of-way are identified and trimmed after the visual inspection. Unfortunately, this 
approach is costly because a high number of technical personnel are needed. It is also 
time consuming because it requires long hours to travel to the actual site. Moreover, 
it is prone to judgmental errors during the visual inspection. 

Another method is by using airborne Light Detection And Ranging (LiDAR) 
scanning system [1]. LiDAR is an active remote sensing technique. This technique 
can find the distant target range or further information by measuring the scattered 
light property. Vegetation encroachment of power lines could be detected by satellite 
imagery too [6, 7]. However, costly specialist equipment is required for this kind of 
remote sensing.
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In this research, a low-cost solution is designed to monitor the vegetation 
encroachment to the power transmission right-of-way by using near infrared (NIR) 
imaging technique. A DJI Phantom 3 with Blue-Green-NIR advanced camera drone 
is used to capture image combination of Blue, Green and NIR channels. Image 
processing technique is then used to identify vegetation encroachment at the power 
transmission right-of-way. NIR wavelength between 680 and 800 nm is used in this 
technique. 

2 Methodology 

2.1 Region of Interest 

The red channel of the advanced NIR camera could record NIR image/video. The 
camera has the feature to differentiate vegetation from non-vegetation remotely by 
capturing colour NIR-Green-Blue (NIR-G-B) image of wavelength between 680 
and 800 nm. It is built with 20 mm focal length lens. Figure 1 shows the process of 
extracting region-of-interest (ROI) from an NIR-G-B image. 

NIR-G-B image is different from conventional RGB image where the red channel 
is replaced by NIR channel. Figure 2a shows a sample NIR-G-B image where the 
brownish areas indicate the presence of vegetation such as trees or grass plains.

A vertical mask w(i, j) [8] is used for linear feature extraction of the image. The 
image itself has to be aligned to achieve 90° vertical orientation of the transmission 
line. In drone mission planning, the direction of flight is planned along the power 
lines, which could result in the alignment of the power transmission line being imaged 
as intended. Through convolution process, the output grayscale pixel G(x, y) can be 
obtained as follows: 

G(x, y) = 
n∑

i=0 

n∑

j=0 

f (x + i, y + j) ∗ w(i, j ) (1)

Image 
Acquisition Align Image Vertical Mask 

Filtering 
Pre 

Processing 
Radon 

Transform 

Morpholigical 
OperationBlob AnalysisExtract ROINDVI 

Fig. 1 Extraction of ROI from the NIR image 
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Fig. 2 a A sample of NIR-G-B image, b the result of Radon Transform, c output image after 
performing blob analysis

where f (x, y) is the grayscale value of input image and n is the total number of pixels. 
Radon Transform is then applied to the output image. From the Radon Transform, 
peak values could be obtained which indicate the positions of the lines from the 
image. Figure 2b shows the result of Radon Transform. 

Thresholding is then applied to eliminate image noise. The value is set to zero if 
it is less than the threshold, and set to one if more than the threshold. Inverse Radon 
Transform is applied to obtain the line image. Morphological operation and blob 
analysis are used to trace the boundary of the power transmission line. 

A region of interest (ROI) is identified after the blob analysis to select the 
boundaries of the clearance zone where the power transmission line is detected. 

2.2 Green Normalized Difference Vegetation Index (GNDVI) 

Figure 3 shows the Green Normalized Difference Vegetation Index (GNDVI) algo-
rithm to extract and process the NIR and green channels of an image for the purpose 
of quantifying vegetation. Figure 4 shows the NIR and green channels of a sample 
image.

GNDVI quantifies vegetation by using 

GN  DV  I  = 
N I  R  − G 
N I  R  + G 

(2)
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Start Input Image Extract NIR and 
Green Channels 
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Threshold NDVI 
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Output 
Segmented 

Image 
End 

Fig. 3 The GNDVI algorithm 

Fig. 4 a NIR channel, b green channel

Values that range from 0 to 0.1 resemble sterile areas of rock, sand, or snow. 
Values in between 0.2 and 0.4 indicates a low positive value that signify shrub and 
grassland, while high values that are in between 0.5 and 0.9 or close to 1 signify 
temperate and tropical rainforests [9]. Therefore, the value of GNDVI can be used 
to classify trees and grass plains. This is important to avoid false positive detection 
of grass plains as potential threat. 

3 Results and Discussion 

Figure 5a shows the aligned image of power transmission lines by using the algorithm 
from Fig. 1. Image ROI is then determined (red box in Fig. 5c). Clearance of the 
power transmission right-of-way is determined from the image ROI. Figure 5d shows  
the final result with the blue lines indicate the detected power transmission line and 
the red segmented areas represent the vegetation encroachment which located inside 
the clearance zone.

The overlapped image of ground truth with GNDVI output image is as shown in 
Fig. 5e. The green segmented areas in the image represent vegetation encroachment 
which is not detected (False Negative). The purple segmented areas indicate detected 
vegetation encroachment which is not present in the ground truth image (False 
Positive). The white segmented areas represent True Positive and black segmented 
areas represent True Negative. From the preliminary experiment, the accuracy of the 
proposed algorithm for a single location is about 91%.
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Fig. 5 a Aligned image, b boundaries of the power transmission line, c image ROI, d final image, 
e overlapped image

4 Conclusion 

This research proposed detection of vegetation encroachment at power transmission 
right-of-way by using low cost NIR image. Inconspicuous power transmission line is 
detected by using Radon Transform (RT) in vertical derivative image and the vege-
tation encroachment is detected by using GNDVI. Preliminary experiment showed 
satisfactory result in detecting vegetation encroachment and differentiating types 
of vegetation. For future work, multisensorial UAV systems could be used, which 
combine NIR-G-B camera and spectrometry with laser scanning. 

Acknowledgements Kementerian Pengajian Tinggi Malaysia, Fundamental Research Grant 
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Evaluation of Three Variants of LBP 
for Finger Creases Classification 

Nur Azma Afiqah Salihin, Imran Riaz , and Ahmad Nazri Ali 

Abstract Biometric technology improves security and authentication, especially 
in sensitive systems like attendance systems. The common traits for biometrics are 
typically from the iris, fingerprints, face, etc. Another trait that possibly comes from 
the finger creases and the research work evaluating the finger crease’s capability for 
biometric classification is proposed in this paper. Various local binary patterns (LBP) 
are employed to extract the features, and the classification performance is evaluated 
using Support Vector Machines (SVM) on two different kernels. From the evaluation, 
an accuracy of up to 94% with a percentage of FAR and FRR less than 3 is observed 
for all the proposed LBP methods. 

Keywords Finger based biometric · Local binary pattern · Support Vector 
Machines 

1 Introduction 

Biometric identity systems provide better anti-spoofing capabilities than older veri-
fication methods like ID cards. An example of biometrics is using a person’s unique 
physical features and behavioral patterns for identification [1]. Due to the fact that the 
conventional identification method has flaws that third parties may exploit, biometrics 
identification has brought unquestionably extensive use in user-verification frame-
works with an increased emphasis on data security. Many different biometric features
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Fig. 1 An example of a 
finger image and the region 
of interest 

have been widely used as a recognition system due to their distinctiveness and preci-
sion. Iris, voice, fingerprint, hand geometry, and facial features are among examples 
[2]. Hand-based biometric identification is a rapidly expanding study topic due to 
its cheap cost in gathering data, its reliability in identifying persons, and its degree 
of acceptability by users compared to the other biometric identification systems 
discussed [3]. 

One trait that can be used for hand-based biometrics is the creases of the fingers, 
where the middle phalanx is more distinguishable and traceable compared to the 
distal and proximal phalanx. Fine wrinkles and textural variation are particularly 
abundant in the middle phalanx of the fingers [4]. It is essential to understand the 
fundamental anatomy of the middle phalanx of the finger and the fingerprint to 
identify them correctly. Phalanges are singular “phalanx.” The middle phalanges 
(hand) are a set of bones in the fingers. Each intermediate phalanx connects to the 
same side’s proximal and distal phalanxes. Each proximal phalanx is linked to the 
metacarpal bone in the palm, while each distal phalanx is the fingertip and fingernail 
home. Except for the thumb, which only contains proximal and distal phalanxes, 
the middle phalanx has two joints and allows the finger to flex in two directions. 
The finger middle phalanx is flexible and contains multiple wrinkles or creases. This 
region has several apparent wrinkles, also known as creases, as depicted in Fig. 1 
in the red rectangle box. This project will be divided into three major stages: image 
preprocessing, feature extraction, and classification. 

The remainder of this paper is subdivided into the following sections: Sect. 2 
summarizes the related hand-based biometrics classification. Section 3 describes the 
methodology of the proposed work. Section 4 discusses the experimental approach 
and results, and finally, Sect. 5 is for the conclusion. 

2 Related Works 

Fingerprint, hand geometry, and finger vein patterns are all examples of hand-based 
biometric traits used in the working system. Among all hand-based biometric quali-
ties, the fingerprint is the most ancient and widely utilized due to its distinct properties 
and pattern. The uniqueness of the fingerprint pattern, known as friction ridges used
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to verify and authorize users. However, since this fingerprinting technique is asso-
ciated with a criminal identification, it may introduce inaccuracies due to aged, dry, 
and filthy fingers [5]. Additionally, fingerprint systems use a significant amount of 
computing resources, which is one of their drawbacks when used for identification 
[6]. 

Besides that, hand geometry is a straightforward approach among the hand-based 
biometric features. This low-cost technology offers benefits independent of environ-
mental conditions such as dry weather or individual abnormalities such as dry skin. 
It might provide high precision while having no adverse influence on that. However, 
this hand geometry technique may result in injuries or scratches to the hands and the 
wearing of jewelry such as rings and bracelets, causing high FAR and FRR [7]. The 
immense physical size of the hand geometry-based device may hinder its usability 
in specific applications too. 

Furthermore, the finger vein is a more recent biometric technology that records the 
unique vein patterns within the finger by shining infrared light near it and recording 
the effects using a sensor such as a charge-coupled device (CCD). On the other hand, 
the image acquisition step is the most difficult in uncontrolled situations because 
of the heat-emitting surfaces. Finger vein biometric systems, on the other hand, 
have advantages over different types of biometric identifiers in terms of accuracy, 
contactless ness, and hygienic operation [7]. 

3 Methodology 

This research aims to determine the feasibility of using the middle phalanx finger 
creases via various local binary patterns. This project is centered on software using 
MATLAB R2021b for image processing, feature extraction, and classification. Three 
Local Binary Pattern (LBP) variants named Conventional LBP, Local Directional 
Pattern (LDP), and Local Optimal Oriented Pattern (LOOP) are utilized to extract 
the features [8]. At the same time, the SVM classifier is used to categorize the 
combinations. The performance of finger creases is compared using two different 
SVM kernels. 

Before furthering the extraction process, several main pre-processing stages are 
performed: ROI cropping and grayscale conversion. All images are manually cropped 
to obtain the region of interest due to the wide finger size range. The cropped images 
are then set into the fixed dimension of 300× 300 pixels to cover most of the abundant 
information. The original image is in RGB format, then a stage for converting the 
image into grayscale is also performed. 

Each of the pre-processed images will go through Conventional LBP, LDP, and 
LOOP LBP algorithms to extract the features. Conventional LBP is defined in 3 × 
3 rectangular neighborhoods using Eq. (1).
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LBPP,R(xc,yc) = 
P−1∑

P=0 

s
(
gp − gc

)
2P (1) 

where here (xc, yc), R, gc and gp denote the coordinates, radius, gray value of the 
central pixel, and gray pixel value of its neighbors, respectively. For LDP, the algo-
rithm is defined using Eqs. (2) and (3). An LDP operator calculates edge response 
values at each pixel location in eight directions and generates a binary code based 
on relative strength magnitude. 

LD  Pk(xc, yc) = 
7∑

n=0 

s(mn − mk) · 2n (2) 

where 

s(x) =
{
1, i f  x  ≥ 0 
0, other wise  

(3) 

The primary formulation of LOOP LBP is shown in Eqs. (4) and (5), in which 
the algorithm will perform rotation invariance into the formulations of conventional 
LBP and LDP. 

LOO  P(xc, yc) = 
7∑

n=0 

s(in − ic) · 2wn (4) 

where 

s(x) =
{
1, i f  x  ≥ 0 
0, other wise  

(5) 

After the images are extracted, the generated features vector is processed for 
classification. This paper used the Support Vector Machine (SVM) method with 
two primary kernels: Linear and Polynomial. For an initial evaluation, we used 400 
samples from 20 subjects, where each of the subjects provided 20 images which are 
10 images for training and the remaining 10 samples for testing. 

SVM classification is chosen in this research due to its high texture analysis and 
recognition systems performance. The remarkable accuracy of the SVM classifier 
enables it to make accurate decisions about whether the incoming data matches any 
of the database’s datasets. High accuracy is predicted as an output from a model that 
utilized both train and test data as input. The data is compared subject by subject and 
then repeated from 1 to 20 for each subject.



Evaluation of Three Variants of LBP for Finger Creases Classification 519

4 Experimental Results and Discussion 

To justify the effectiveness of the proposed methods, pre-processing of the images 
and verification to determine the system’s performance and accuracy system are 
performed. The images are resized into 300 × 300 pixels at the pre-processing stage, 
where an example of the result is shown in Fig. 2a. After that, the image is converted 
to grayscale, as shown in Fig. 2b. 

Figure 3a–d are an example of the extracted images of finger creases on the middle 
phalanx from the original gray image and three LBP versions for conventional LBP, 
LDP, and LOOP LBP, respectively. The histogram of each LBP variant image is 
displayed on the right, illustrating the output structure of the image over a wide 
range from 0 to 255. From the figures, each uniform pattern is assigned to a unique 
bin, while non-uniform patterns are assigned to a single bin. 

We used the generated histogram bin as the features vector for the training dan 
testing dataset. The training data is trained into the model first, followed by the testing 
data using the model’s prediction. False Acceptance Rate (FAR) and False Rejection 
Rate (FRR) are used to evaluate the performance of the algorithms. Table 1 shows

Fig. 2 An example of an image, a original and resized image, b grayscale conversion 

Fig. 3 LBP image with histogram, a original image, b conventional LBP, c LDP LBP, and d LOOP 
LBP 
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Table 1 Overall FAR and 
FRR for linear kernel and 
polynomial kernel SVM for 3 
LBP variants 

Testing sample FAR (%) FRR (%) 

Linear kernel LBP 2.0 2.0 

LDP 1.0 1.0 

LOOP 0.5 0.5 

Polynomial kernel LBP 2.375 2.375 

LDP 1.375 1.375 

LOOP 0.875 0.875 

Table 2 Overall comparison for three LBP variants 

Evaluation metrics Linear kernel Polynomial kernel 

LBP LDP LOOP LBP LDP LOOP 

Accuracy (%) 95.56 97.78 98.89 94.44 96.94 98.06 

FAR (%) 2.0 1.0 0.5 2.5 1.375 0.875 

FRR (%) 2.0 1.0 0.5 2.5 1.375 0.875 

linear and polynomial kernels’ overall FAR and FRR performance for three different 
LBP. Whereas, Table 2 shows the performance in terms of accuracy for both kernels 
and three LBP variants. From both tables, it is found that the LOOP LBP is able to 
achieve higher performance, followed by LDP and LBP. 

5 Conclusion 

In conclusion, a study about the performance of three different variants of LBP 
for finger creases classification is reported in this paper. With the Support Vector 
Machines classifier, the experimental results have shown a significant accuracy score 
with low FAR and FRR. The LOOP variant has achieved higher accuracy than the 
other two variants. It believes that using particular LBP algorithms can distinguish 
between individuals, and the performance can be further improved if more samples 
are available for each subject and the number of subjects. 
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R-Peaks and Wavelet-Based Feature 
Extraction on K-Nearest Neighbor 
for ECG Arrhythmia Classification 

A. M. Khairuddin , K. N. F. Ku Azir  , and C. B. M. Rashidi 

Abstract The aim of this research is to classify 17 types of arrhythmias by applying 
the algorithm developed from combining the morphological and the wavelet-based 
statistical features. The proposed arrhythmia classification algorithm consists of four 
stages: pre-processing, detection of R-peaks, feature extraction, and classification. 
Seven morphological features (MF) that were retrieved from the R-peak locations. 
Following this, another nine wavelet-based statistical features (SF) were gathered by 
decomposing wavelets in level 4 from the Daubechies 1 wavelet (Db1). These 16 
features are then applied to the k-nearest neighbor (k-NN) algorithm. The accuracy 
(ACC) of the suggested classification algorithm was assessed by using the MIT-BIH 
arrhythmia benchmark database (MIT-BIHADB). The experimental results of this 
work attained an average accuracy (ACC) of 99.00%. 

Keywords Arrhythmia ·Wavelet · Electrocardiography · Classification ·
Algorithm 

1 Introduction 

The healthy heart rate for adults normally ranges from 60 to 100 beats per minute. 
Nonetheless, when the heart beats too rapidly, slowly, or inconsistently, these 
abnormal heartbeats can lead to an interference to the electrical signals. This caused
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the heart to undergo systole state which resulted in arrhythmia [1]. While all arrhyth-
mias suggest some forms of disorder of the heartbeats, some irregular heartbeats are 
lethal and dangerous that they can reduce cardiac output as well as may cause sudden 
death. Fortunately, arrhythmias can be detected through monitoring the symptoms 
that they produced. Monitoring of the arrhythmia has often been done by utilizing the 
electrocardiogram (ECG) [2]. The typical ECG test records the electrically generated 
signals of the heart. The test records of the electrical activity of the heart are used to 
identify potentially fatal arrhythmias. 

The review of the literature reveals that there are many different types of arrhyth-
mias. The types of arrhythmias are classified according to where they originated in the 
heart (atria or ventricles) as well as by how they influence the speed of the heart rate. 
As an example, the earlier study by [3] identified five general types of arrhythmia. 
However, the other study by [4] uncovered 15 general types of arrhythmias. The 15 
arrhythmias comprised: (1) ventricular tachycardia (VTC); (2) left bundle branch 
block (LBBB); (3) atrial fibrillation (AFIB); (4) atrial premature beat (APB); (5) 
idioventricular rhythm (IR); (6) premature ventricular contraction (PVC); (7) pre-
excitation (PE); (8) AV block: 2nd degree (AVB2); (9) right bundle branch block 
(RBBB); (10) atrial flutter (AFL); (11) supraventricular tachyarrhythmia (SVT); (12) 
ventricular bigeminy (VB); (13) ventricular flutter (VFL); (14) ventricular fusion beat 
(VFB); and (15) ventricular trigeminy (VT). 

It is essential to identify arrhythmia early and classify them precisely to effectively 
avert arrhythmias. Prior studies have proposed arrhythmia classification algorithms to 
accurately categorize arrhythmia [4–6]. However, the evaluation of past studies seems 
to suggest limitation in terms of the classification of numerous types of arrhythmias. 
For instance, although there are at least 17 different types of arrhythmias, past studies 
have mainly focused on classifying only a few selected classes of arrhythmias. In 
view of this, there is a need to develop an algorithm which can classify the 17 types 
of arrhythmias. In an attempt to develop the algorithm, this study used the k-nearest 
neighbor (k-NN) algorithm with the combination of the morphological features of 
the R-peaks and the wavelet-based statistical features. 

2 Methodology 

In this work, the classification algorithm was developed in four stages: (1) signal 
denoising; (2) detection of R-peaks; (3) feature extraction; and (4) arrhythmia 
classification. The four stages of the algorithm created in this work are shown in 
Fig. 1.
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Fig. 1 Four stages of the proposed algorithm 

3 Experimental Setup 

The development and testing of the algorithm were carried out on a desktop with the 
specifications of AMD Ryzen 5 5600X CPU, 16 GB of RAM, 64-bit Windows 10 
Home Basic. This desktop was installed with MATLAB software (version 2018a). 

The original ECG signals from the MIT-BIHADB were gathered in order to imple-
ment and evaluate the algorithm’s performance. The database contained 48 ECG 
records (30 min) that were sampled at 360 Hz. Both limb lead V1 (MLV1) and lead 
II (MLLII) and were both present and modified in each record. In this case, the MLLII 
was strictly utilized for algorithm development and testing. The ECG signals were 
chosen at random from the 10 s ECG segments. 

The 17 ECG heartbeats classes in the MIT-BIH arrhythmia database (MIT-
BIHADB) included the following: (1) fusion of ventricular and normal beat (FVN); 
(2) pacemaker rhythm (PR); (3) ventricular bigeminy (VB); (4) ventricular tachy-
cardia (VTC); (5) right bundle branch block (RBBB); (6) AV block: 2nd degree 
(AVB2); (7) atrial premature beat (APB); (8) pre-excitation (PE); (9) left bundle 
branch block beat (LBBBB); (10) idioventricular rhythm (IR); (11) atrial flutter 
(AFL); (12) ventricular trigeminy (VT); (13) premature ventricular contraction 
(PVC); (14) normal sinus rhythm (NSR); (15) ventricular flutter (VFL); (16) atrial 
fibrillation (AFIB); and (17) supraventricular tachyarrhythmia (SVT). The algorithm 
suggested in this paper was created to classify these 17 different types of ECG 
heartbeats. 

This study’s findings were assessed by using four assessment metrics. The four 
assessment metrics comprised of sensitivity (SEN), positive predictivity (+P), accu-
racy (ACC), and mean squared error (MSE). The mean squared error (MSE) was used 
to evaluate the performance of the filter in denoising the ECG signals. The SEN, +P, 
and ACC were used to evaluate the performance of the algorithm in identifying the 
R-peaks. The ACC metric was used to evaluate the performance of the algorithm in 
classifying the 17 arrhythmia classes.
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4 Results and Discussions 

The R-peaks of these 17 ECG heartbeats were detected by adjusting the thresholding 
parameters for the identification of the R-peaks that involved the amp_t and the 
time_t. The default values for these thresholding parameters were set to 0.20 and 30 
respectively. These parameters were adjusted with different values. Table 1 indicates 
record 102 and its thresholding parameters. The performance of R-peak detection 
for record 102 was also evaluated in terms of SEN, +P, and ACC. 

The results of the accuracy of the algorithm by utilizing the k-nearest neighbor 
(k-NN) classifier are evaluated with three different types of features and summarized 
in Table 2. The findings as shown in Table 2 denote that the combination of morpho-
logical and statistical features that have 1 number of neighbors, distance metric of 
Euclidean, and distance weight of equal able to obtain the highest accuracy (ACC) of 
99.00%. However, the morphological feature which also has 1 number of neighbors 
(NON), distance metric (DM) of Euclidean (E), and distance weight (DW) of equal 
(Eq), obtained the lowest accuracy (ACC) of 80.10%. 

Table 1 The performance of R-peak detection (record 102) 

Tamp 

Ttime 0.10 0.15 0.20 0.25 0.30 

SEN 20 100.00 100.00 97.12 85.19 73.62 

+P 95.80 93.86 93.04 93.81 96.29 

ACC 95.80 93.86 90.42 80.65 71.59 

SEN 25 100.00 100.00 97.12 85.19 73.62 

+P 97.68 97.24 95.03 93.48 96.29 

ACC 97.68 97.24 92.43 80.41 71.59 

SEN 30 100.00 100.00 100.00 85.19 73.62 

+P 97.55 97.50 100.00 96.83 97.40 

ACC 97.55 97.50 100.00 82.87 72.20 

The bolded values represents the best statistically significant results 

Table 2 Classification accuracy obtained by different type of feature 

Type of feature NON DM DW Accuracy (%) 

Morphological 1 E Eq 80.10 

10 E Eq 71.70 

Statistical 1 E Eq 96.90 

10 E Eq 88.80 

Morphological + statistical 1 E Eq 99.00 

10 E Eq 93.70 

The bolded values represents the best statistically significant results
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The statistical feature (SF) that possesses number of neighbors (NON) of 1, 
distance metric (DM) of Euclidean, and distance weight (DW) of equal, obtained 
higher accuracy (ACC) of 96.90% as compared to the morphological feature (MF). 
These results appeared to indicate that the combination of features can increase the 
precision of the classification. Furthermore, it seemed that the number of neighbors 
of 1 provided the best classification accuracy in comparison to the number of neigh-
bors of 10 and 100. The results of Table 2 indicate that the accuracy (ACC) of the 
algorithm can be influenced by the type of feature, number of neighbors, distance 
metric and distance weight. 

The classification performance of the algorithm was determined by evaluating 
the accuracy of each of the 17 arrhythmia classes. There are 14 specific categories 
of arrhythmias obtained ACC of 100.00%. The 14 categories included NSR, AFL, 
AFIB, SVT, PE, PVC, VB, VT, VTC, IR, VFB, RBBB, AVB2 and PR. However, 
three categories of arrhythmias obtained accuracy (ACC) of less than 100.00%. These 
three classes of arrhythmias included APB, VFL, and LBBBB. The lowest accuracy 
(ACC) was attained by the VFL class, which was 85.70%. Overall, the algorithm 
used in this study achieved an average ACC of 99.00%. 

This study’s algorithm was also assessed against prior published ECG arrhythmia 
classification algorithms with their respective number of features, features extracted, 
and classifiers used. Table 3 provides the comparison of the performance of the 
algorithms. 

Table 3 Comparison of the performance of the algorithm developed in this work and the prior 
documented algorithms 

Literature No. of classes Features extracted Classifier ACC (%) 

[7] 5 ICA, PCA, linear features and non-linear 
features 

ANN 98.91 

[8] 4 DWT, temporal features and MF SVM 98.39 

[9] 5 EMD, temporal features, MF and SF RBF-NN 99.89 

[10] 16 Permutation entropy, energy, RR-interval, 
STD and KR 

SVM 99.21 

[11] 5 PCA SVM 97.77 

[12] 5 CNN and LSTM DL 98.10 

[13] 2 Temporal features DL 99.68 

[14] 5 Coupled-convolution layer structure CNN 99.43 

[15] 15 Parametric and VP k-NN 97.70 

This study 17 MF and SF k-NN 99.00 

ICA independent component analysis; PCA principal component analysis; DWT discrete wavelet 
transform; MF morphological features; SF statistical features; VFF VF-filter leakage measure; 
STD standard deviation; KR kurtosis; EMD empirical mode decomposition; RBF-NN radial basis 
function neural network; LSTM long short-term memory; WF wave features; GF Gabor features; 
VP visual pattern; CNN convolutional neural network; DBN deep belief network
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The results of the comparison presented in Table 3 appear to indicate that the 
algorithm developed in this study achieved higher accuracy (ACC) than those in 
the past studies. The results in Table 3 show that the algorithm developed in this 
study attained higher classification accuracy (99.00%) as compared to the other 5 
prior studies. Nonetheless, the minor difference in the classification performance of 
the algorithms may be due to the following factors: (1) different R-peak detection 
methods; (2) types and number of features extracted; (3) distinct feature extraction 
and feature selection techniques; (4) discrete choice of ECG signals from database; 
(5) uncommon classes of ECG heartbeats; and (6) different selection of machine 
learning classifier. 

5 Conclusion 

This study was focused on classifying 17 different types of arrhythmias by using 
an algorithm that included the morphological features of the R-peaks, wavelet-
based statistical features, as well as the k-nearest neighbor (k-NN) algorithm. The 
algorithm’s performance was tested by using the MIT-BIH arrhythmia benchmark 
database (MIT-BIHADB). The study’s findings indicate that the proposed algorithm 
achieved an average accuracy (ACC) of 99.00%. The comparison of the findings of 
this work with earlier studies shows that the achievement of the algorithm produced 
in this work is in accord with the algorithms described in previous research. For 
future research, it is suggested that different filter design specifications be utilized 
and tested on the raw ECG signals to denoise the noises and artifacts more efficiently. 
It is also recommended that different combinations of morphological, statistical, and 
other essential features be used to improve the model to classify arrhythmias. 
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Abstract Blood vessel segmentation from digital images is one of the valuable pro-
cesses for medical diagnosis. Many researchers have proposed blood vessel segmen-
tation algorithms, which can segment the blood vessels automatically or with mini-
mum human interventions. One of the popular blood vessel segmentation branches is 
edge-based segmentation. In this approach, only the edges are detected by the algo-
rithm. While developing edge segmentation algorithms, researchers must evaluate 
their proposed methods’ performance. If full-reference-based quality measures are 
utilized, the ground truth, which shows the targetted segmentation output, is needed. 
This ground truth is commonly generated manually, where human experts identify 
and draw the edges. However, the manually segmented edges may differ depending 
on the experts due to several factors, including individual preference. The work in this 
paper aims to give some insight into how to combine these images. This paper sug-
gests that the edges be classified as useful edges, weak edges, and unintentional edges. 
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1 Introduction 

Image segmentation is commonly used as a part of diagnosis or prognosis procedures 
[ 1, 2]. This procedure will divide the image into several parts, where each part (or 
segment) has some properties in common. For an automatic diagnostic system, image 
segmentation prepares the input image by identifying the critical region or structures 
[ 3]. On the other hand, for the observations done by humans, image segmentation 
helps highlight the important areas or abnormalities, such as tumours, in the medical 
image [ 4]. 

The edges of important structures or organs are usually drawn by human experts. 
However, this process is tedious, usually requires a long time to be completed, and 
the segmented results may vary, depending on the human who traces the edges [ 5]. 
Thus, researchers have suggested many approaches that can do the segmentation 
automatically [ 6– 9], or semi-automatic with minimum human intervention [ 10– 12]. 
One of the popular approaches to segmenting the blood vessels from medical images 
is using edge detectors, where the segmentation process marks only the edges of 
the objects or organs on the image. This approach usually works by considering the 
locations where there are abrupt changes in intensity values. 

While developing edge detection algorithms, researchers need to evaluate the per-
formance of their proposed method. Many quality assessment methods are available 
for this purpose [ 13]. For a full-reference image quality assessment method, ground 
truth is required. The ground truth shows how the segmented output should look 
like. A common way to generate the ground truth is by asking the expert to manually 
marks the edges. 

However, as mentioned before, manual segmentation output may not be consistent 
and has intra-human variations. For example, the ground truth produced by one person 
may not be exactly the same as the one produced by another person. Figure 1 shows 
an example of the reason why there are some variations on the marked edges. Some 
researchers mark the edges of the bright object, as shown in Fig. 1b. Some researchers 
mark the edges on the darker side of the object, as shown in Fig. 1c. On the other 
hand, some other researchers may mark freely anywhere near the edges, as shown in 
Fig. 1d. 

The paper aims to propose a method to combine several manually marked images, 
to generate one ground truth. This paper is organized as follows. Section 2 describes 
our methodology. Section 3 presents our results and discussions. Section 4 concludes 
our work. 

2 Methodology 

By considering two input images, one will be taken as the base of the ground truth 
(.GA), whereas another image will be used as a reference (.GB). This work suggests 
of using the image with more edges as.GA. This can be done by counting the number
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Fig. 1 An example to show the variations on the marking of the edges (indicated by the red-coloured 
cells). Each square presents a pixel. a A part of the object’s border. b The edge is marked on the 
bright pixels. c The edge is marked on the dark pixels. d The edge is marked freely around the edges 

of pixels that are marked as edges in both images and identifying which image gives 
us the highest count. The reason is that if observer. A detect more edges than observer 
. B, it is considered that more information about the edges can be obtained from.GA. 
However, this work will classify these edges into three categories; useful edges, weak 
edges, and unintentional edges. All pixels in the final ground truth .GF are initially 
defined as non-edges. 

The following classifications are done to each edge candidate in.GA. If an edgel in 
.GA can be found in .GB , this edgel is considered as useful edgel. Else, the following 
procedure is taken:

. Useful edge: Dilate the edge candidate pixel in.GA by an.n × n square structuring 
element. Take the result of this dilation process as a mask (i.e., a mask with size 
of .(2n − 1)× (2n − 1) pixels), and count the number of the edge elements (i.e., 
edgels) in .GB that are covered by this mask. If the number of edgels is equal to 
or more than .2n − 1 pixels, this candidate will be considered as a useful edge. 
The reason why the structuring element of .n × n is being chosen is that this work 
wants to confirm the similarity of the edges in .GA and .GB . The same edges that 
are identified should not be too far located from each other. Then, the reason why 
this work chooses a threshold of.2n − 1 edgels is because, if we consider a straight 
horizontal or vertical edge within this window, the minimum number of the edgels 
to define this edge is .2n − 1 pixels.

. Weak edge: If the number of edgels defined by the windows is greater than one 
but less than .2n − 1, it is considered as a weak edge.

. Unintentional edges: If there is no edgel found within the window, this edgel is 
considered an unintentional edge.
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3 Results and Discussions 

This paper is using the open dataset known as STructured Analysis of the REtina 
(STARE) [ 14, 15]. This dataset contains retinal fundus images. This work used 
dataset in the category of blood vessel segmentation. The input images are colour 
images, with size.700× 605pixels, and stored in PPM file format. In this dataset, each 
fundus image has two ground truth, produced by two human experts. The ground 
truths are grayscale images, stored in PGM file format. In this dataset, the blood 
vessels areas are marked as white pixels, with intensity value of 255. To extract the 
edges from this image, this work generates two images. The first one is the dilated 
version of the image . Id , using a structuring element .2× 2 pixels. Another image is 
the eroded version. Ie, also by using a structuring element.2× 2 pixels. The edges. IE
is obtained by substracting .Ie from. Id . 

Fig. 2 a Input image 0077. b Blood vessels marked by the human observer 1. c .IE obtained from 
(b). d Blood vessels marked by the human observer 2. e .IE obtained from (d). f .GF obtained with 
.n = 2. g .GF obtained with.n = 5. h .GF obtained with.n = 7. i .GF obtained with.n = 15
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Figure 2a shows an example of the input image (i.e., image 0077). The ground 
truth provided by the first observer is shown in Fig. 2b, whereas the ground truth 
provided by the second observer is given in Fig. 2d. The corresponding edges are 
shown in Fig. 2c, e, respectively. In this example, Fig. 2e will be taken as .GA, and 
Fig. 2c will be taken as .GB . This is because more edges in Fig. 2e. For .GF , this  
paper marks the useful edge with green colour, weak edge with blue colour, and 
unintentional edges with red colour. Results from several sizes of the structuring 
element (i.e., .n × n) are  shown in Fig.  2f–i. As shown by this figure, more edgels 
from unintentional edges will be changed to useful edge or weak edge, by increasing 
the value of . n. 

4 Conclusion 

This work gives some insight into combining two manually marked images to become 
one ground truth. The results shows that the edges can be classified into three cate-
gories, which are useful edges, weak edges and unintentional edges. Having only one 
ground truth will help us to simplify our evaluation process. For future development, 
investigations on how to set the proper value of. n can be further investigated. Besides, 
the ground truth now has three classes of edges, which also requires modification on 
the assessment formulas. We would like to suggest introducing the weights for each 
class into the assessment formulas. 
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Abstract The accurate analysis and interpretation of blood vessel images are essen-
tial for diagnosing and monitoring various medical conditions. However, these 
images often suffer from the presence of noise, which can hinder proper visual-
ization and lead to erroneous interpretations. In this paper, we present a compre-
hensive comparative study of noise reduction techniques for blood vessel images, 
by a literature survey. The study encompasses both traditional and new methods, 
evaluating their performance, benefits, and challenges. Traditional methods, such 
as Anisotropic Diffusion Filtering and Wavelet Transform, have proven effective in 
preserving blood vessel structures and retaining fine details. However, they require 
careful parameter selection and may be computationally intensive. On the other 
hand, new techniques, including Contrast Limited Adaptive Histogram Equalization 
(CLAHE), Non-Local Mean Filter (NLM), and deep learning-based approaches, 
offer promising advancements in noise reduction capabilities with reduced compu-
tational complexity. The choice between traditional and new methods depends on 
specific application requirements, noise characteristics, and available computational 
resources. Our findings highlight the need for further research in parameter tuning, 
computational efficiency optimization, and hybrid approaches to enhance the noise 
reduction process in blood vessel images. This study contributes to the advancement 
of medical imaging by providing valuable insights for researchers and practitioners, 
enabling improved diagnostic accuracy and patient care. 
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1 Introduction 

Blood vessel imaging plays a crucial role in various medical fields, including cardi-
ology, neurology, and ophthalmology, providing essential information for diagnosing 
and monitoring diseases [1]. However, the accurate analysis and interpretation of 
blood vessel images can be challenging due to the presence of noise, which can 
obscure important details and impact diagnostic accuracy [2, 3]. Therefore, the devel-
opment of effective noise reduction techniques is vital to improve the quality and 
reliability of blood vessel images [1]. 

This paper presents a literature survey aimed at evaluating and analyzing several 
noise reduction techniques used for blood vessel images. The study encompasses 
both conventional and novel methods, with a focus on their respective advantages 
and limitations. By conducting a thorough investigation and comparison of these 
techniques, valuable insights can be gained to guide future research and facilitate the 
development of effective noise reduction strategies for blood vessel imaging. 

2 Noise Reduction Techniques for Blood Vessels Images 

Traditional methods of noise reduction techniques in blood vessel images encompass 
a range of approaches [4]. These methods aim to suppress noise while preserving 
the structural integrity and fine details of blood vessels, providing clear and accurate 
images for analysis [4, 5]. Techniques such as anisotropic diffusion filtering, wavelet 
transform, modified Gaussian filter, non-local means filtering, block-weighted total 
variation, Wiener filtering, Gaussian filtering, and total variation denoising offer 
different strategies for mitigating noise in blood vessel images [6–10], which is 
shown in Table 1. Recently, several new methods have been developed to address 
the challenge of noise reduction in blood vessel images [11, 12]. The new noise 
reduction methods in blood vessel images are presented in Table 2.

A comparative analysis was conducted between traditional and new methods. 
Both approaches share a common goal of reducing noise while preserving vital image 
features [13, 17, 21]. Traditional techniques have been extensively studied and widely 
implemented [6, 7, 9]. However, challenges arise in the form of parameter selection 
for optimal noise reduction, potential blurring or artifacts, and computational inten-
sity for larger images [7]. On the other hand, new methods introduce innovative 
approaches to noise reduction [15, 20, 22]. Yet, they also pose challenges such as the 
need for accurate parameter tuning and ensuring the preservation of essential image 
features [22]. Choosing between traditional and new methods depends on the specific 
requirements of the application, the nature of the noise present in blood vessel images, 
and the available computational resources [1]. Researchers and practitioners should 
carefully consider the trade-offs between effectiveness, computational complexity, 
and the preservation of crucial image details when selecting the most suitable noise 
reduction technique [1, 4].
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Table 1 Traditional methods of noise reduction techniques in blood vessels image 

Ref. Method Description Benefits Difficulties 

2019 
[6] 

Anisotropic 
diffusion 
filtering 

Suppresses noise and 
preserves edges. 
Applies diffusion 
based on local image 
gradients 

✓ Preserves blood 
vessel structures and 
edges 
✓ Robust against 
noise with varying 
spatial 
characteristics and 
retains fine details 

× Challenging to set 
appropriate 
parameters 
× Sensitive to noise 
near edges 
× Time-consuming 
for large images 

2019 
[7] 

Wavelet 
transform 

Reduces noise by 
decomposing the 
image into frequency 
bands. Reconstruct the 
image using selected 
bands 

✓ Reduces noise 
effectively while 
maintaining image 
quality 
✓ Provides a 
balance between 
noise reduction and 
detail preservation 

× Requires careful 
selection of 
parameters 
× Computationally 
expensive 
× Not effective 
images with extreme 
noise or structures 

2019 
[8] 

Modified 
Gaussian filter 

Variants of Gaussian 
are applied to reduce 
noise 

✓ Smoothes noise 
and preserves vessel 
structures 

× Proper selection of 
parameters for 
optimal noise 
reduction 

2018 
[5] 

Non-local means 
filtering 

Considers the 
similarity between 
image patches and 
estimates denoised 
pixel values based on 
this information 

✓ Effectively 
reduces noises and 
reserves vessel 
structures 
✓ Adaptively 
suppresses noise at 
different scales and 
utilizes redundancy 
in natural images 

× Requires careful 
tuning of parameters 
for optimal results 
× Sensitive to 
variations in image 
content and noise 
characteristics and 
requires more 
computational time 

2017 
[13] 

Block-weighted 
total variation 

Reduces noise while 
preserving image 
quality for 3D 
coronary vessel wall 
MR imaging 

✓ Improved image 
quality 
✓ Better 
visualization of 
small blood vessels 
✓ Reduced artifacts 

× Computationally 
intensive 
× Requires 
parameter tuning 
× It may not be 
effective for all types 
of noise 

2016 
[14] 

Wiener filtering Estimate an optimal 
filter, minimizing the 
mean square error 
between the filtered 
and input image 

✓ Effective when 
noise characteristics 
are known or 
estimated 
✓ Preserves blood 
vessel details and 
adapts to different 
noise levels 

× Requires accurate 
estimation of noise 
power spectrum 
× Performance is 
dependent on the 
noise model’s 
accuracy

(continued)
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Table 1 (continued)

Ref. Method Description Benefits Difficulties

2015 
[9] 

Gaussian 
filtering 

Applies a Gaussian 
kernel attenuates 
noise while preserving 
blood vessel structures 

✓ Simple and 
computational 
efficient 
✓ Preserves blood 
vessels and effective 
in reducing random 
noise 

× Challenging to 
select an appropriate 
kernel 
× Limited 
effectiveness against 
non-Gaussian noise 

2014 
[10] 

Total variation 
denoising 

Minimizes the total 
variation of the image 
while preserving its 
edges 

✓ Preserves blood 
vessels and fine 
details 
✓ Robust against 
noise 

× Requires careful 
selection of 
parameters 
× Can lead to 
staircase artifacts 
× Computationally 
intensive for large 
images

3 Conclusion 

In this research, a comprehensive analysis was conducted to compare traditional and 
new noise reduction techniques for blood vessel images. The strengths and limita-
tions of each approach were identified, providing valuable insights for researchers 
and practitioners. Traditional methods were found to effectively preserve blood 
vessel structures and retain fine details but faced challenges in parameter selection 
and computational complexity. New methods showed promising advancements in 
noise reduction capabilities and adaptability to different noise characteristics. The 
choice between traditional and new methods should be based on specific application 
requirements, noise nature, and available computational resources. Future research 
should address parameter tuning challenges, optimize computational efficiency, and 
explore hybrid approaches. Overall, this study contributes to the understanding of 
noise reduction techniques for blood vessel images, aiding in improved diagnostic 
accuracy and patient care in medical imaging.
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Table 2 Recent methods of noise reduction techniques in blood vessels image 

Ref. Method Description Benefits Difficulties 

2023 
[15] 

Non-local mean 
filter (NLM) 

Reduces noise by taking 
weighted average of nearby 
pixel intensities 

✓ Robust towards 
variations in 
image 
characteristics 
✓ Preserves 
important 
structures of the 
blood vessels 

× Difficult to 
find the right 
balance between 
noise reduction 
and details 
preservation 
× High 
computational 
complexity 

2022 
[11] 

Denoising filter It removes noise while 
preserves image features 

✓ The method is 
effective in 
handling different 
types and levels 
of noise 

× Requires 
careful tuning of 
parameters 
× High 
computational 
complexity 

2022 
[16] 

Dynamic 
preprocessing and 
mathematical 
morphology 

Reduce noise by applying a 
series of filters and 
operations (thresholding, 
erosion, dilation) to enhance 
the image contrast and 
remove unwanted elements 

✓ Improved 
image quality 
✓ Reduced 
computational 
complexity 

× Include 
potential loss of 
important details 
× Sensitivity to 
parameter 
selection 
× Need to 
careful tuning to 
achieve optimal 
results 

2021 
[17] 

Relative total 
variation-based 

It reduces noise in the blood 
vessels by applying a 
regularization method the 
promote smoothness in the 
image while preserving 
important vessel structures 

✓ The technique 
effectively 
reduces noise in 
blood vessels and 
enhance the 
image quality 
✓ The method 
selectively 
smooths the 
image while 
preserving 
important vessel 
details 

× High 
computational 
costs 
× Trade-off 
between noise 
reduction and 
preserving vessel 
structures

(continued)
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Table 2 (continued)

Ref. Method Description Benefits Difficulties

2021 
[18] 

Median filtering Replace each pixel value 
with the median value of its 
local neighborhood, 
reducing salt-and-pepper 
noise 

✓ Effectively 
removes 
salt-and-pepper 
noise 
✓ Preserves 
blood vessel 
structures 
✓ Robust against 
outliers 

× Can blur fine 
details and blood 
vessel 
boundaries 
× Limited 
effectiveness 
against Gaussian 
noise 
× Challenging to 
select a suitable 
window size 

2020 
[19] 

Dual-tree complex 
wavelet transform 
(DTCWT) 

Decompose the image into 
complex wavelet 
coefficients, threshold them 
to remove noise, and 
reconstruct the image 

✓ Effectively 
preserves edges 
and structures 
✓ Robust against 
various types of 
noise, making it 
suitable for 
different imaging 
conditions 

× 
Computational 
expensive 

2020 
[20] 

Deep 
learning-based 
technique 

A deep learning algorithm 
iteratively reconstruct the 
image, gradually reduce the 
noise in the process 

✓ Improved 
image quality 
✓ Better 
visualization of 
small blood 
vessels 
✓ Reduced 
artifacts 

× 
Computational 
expensive 
× Requires 
parameter tuning 
× May not 
effective for all 
types of noise

Acknowledgements This work is supported by the Ministry of Higher Education (MoHE), 
Malaysia, under the Fundamental Research Grant Scheme (FRGS), with grant number FRGS/ 
1/2019/TK04/USM/02/1. 

References 

1. Huang Q, Tian H, Jia L, Li Z, Zhou Z (2023) A review of deep learning segmentation methods 
for carotid artery ultrasound images. Neurocomputing 545:126298 

2. Dash S, Verma S, Kavita, Bevinakoppa S, Wozniak M, Shafi J, Ijaz MF (2022) Guidance 
image-based enhanced matched filter with modified thresholding for blood vessel extraction. 
Symmetry 14(2) 

3. Zheng C, Zhou H, Zhao K, Kong D, Ji T (2023) Internal carotid artery dissection with different 
interventions and outcomes: two case reports. J Int Med Res 51(2) 

4. Guney G, Uluc N, Demirkiran A, Aytac-Kipergil E, Unlu MB, Birgul O (2019) Comparison 
of noise reduction methods in photoacoustic microscopy. Comput Biol Med 109:333–341



A Comparative Study of Noise Reduction Techniques for Blood Vessels … 543

5. Siregar S, Nagaoka R, Haq IU, Saijo Y (2018) Non local means denoising in photoacoustic 
imaging. Jpn J Appl Phys 57(7S1):07LB06 

6. Wang Y, Wang Y (2019) Anisotropic diffusion filtering method with weighted directional 
structure tensor. Biomed Signal Process Control 53:101590 

7. Lopez-Tiro F, Peregrina-Barreto H, Rangel-Magdaleno J, Ramirez-San-Juan JC (2019) Visual-
ization of in-vitro blood vessels in contrast images based on discrete wavelet transform decom-
position. In: IEEE international instrumentation and measurement technology conference 
(I2MTC), pp 1–6 

8. Halder A, Ghose S (2019) Blood vessel extraction from retinal images using modified Gaussian 
filter and bottom-hat transformation. In: Computational intelligence in pattern recognition 

9. Wang S, Yin Y, Cao G, Wei B, Zheng Y, Yang G (2015) Hierarchical retinal blood vessel 
segmentation based on feature and ensemble learning. Neurocomputing 149:708–717 

10. Selesnick IW, Graber HL, Pfeil DS, Barbour RL (2014) Simultaneous low-pass filtering and 
total variation denoising. IEEE Trans Signal Process 62(5):1109–1124 

11. Shodiq MN, Yuniarno EM, Nugroho J, Purnama IKE (2022) Ultrasound image segmentation for 
deep vein thrombosis using UNet-CNN based on denoising filter. In: 2022 IEEE international 
conference on imaging systems and techniques (IST), pp 1–6 

12. Bhutto JA, Tian L, Du Q, Sun Z, Yu L, Tahir MF (2022) CT and MRI medical image fusion 
using noise-removal and contrast enhancement scheme with convolutional neural network. 
Entropy 24(3) 

13. Chen Z, Zhang X, Shi C, Su S, Fan Z, Ji JX, Xie G, Liu X (2017) Accelerated 3D coronary 
vessel wall MR imaging based on compressed sensing with a block-weighted total variation 
regularization. Appl Magn Reson 48(4):361–378 

14. Subbaraya CK, D’sa AG, Manohar TV, Nanjesh BR (2016) Novel approach for extraction of 
blood vessels using morphology and filtering techniques. In: 2016 international conference on 
electrical, electronics, and optimization techniques (ICEEOT), pp 4315–4319 

15. Iqbal S, Naveed K, Naqvi SS, Naveed A, Khan TM (2023) Robust retinal blood vessel segmen-
tation using a patch-based statistical adaptive multiscale line detector. Digit Signal Process 
139:104075 

16. Chakour E, Mrad Y, Mansouri A, Elloumi Y, Bedoui MH, Andaloussi IB, Ahaitouf A (2022) 
Blood vessel segmentation of retinal fundus images using dynamic preprocessing and math-
ematical morphology. In: 8th international conference on control, decision and information 
technologies (CoDIT), vol 1, pp 1473–1478 

17. Kim K, Jeong HW, Lee Y (2021) Performance evaluation of dorsal vein network of hand 
imaging using relative total variation-based regularization for smoothing technique in a 
miniaturized vein imaging system: a pilot study. Int J Environ Res Public Health 18(4) 

18. Dikkala U, Joseph MK, Alagirisamy M (2021) A comprehensive analysis of morphological 
process dependent retinal blood vessel segmentation. In: 2021 international conference on 
computing, communication, and intelligent systems (ICCCIS), pp 510–516 

19. Liu H, Lin S, Ye C, Yu D, Qin J, An L (2020) Using a dual-tree complex wavelet transform 
for denoising an optical coherence tomography angiography blood vessel image. OSA Contin 
3(9):2630 

20. Hong JH, Park EA, Lee W, Ahn C, Kim JH (2020) Incremental image noise reduction in 
coronary CT angiography using a deep learning-based technique with iterative reconstruction. 
Korean J Radiol 21(10):1165–1177 

21. Kaur P, Singh RK (2023) A review on optimization techniques for medical image analysis. 
Concurr Comput Pract Exp 35(1) 

22. Kumar KS, Singh NP (2023) Retinal disease prediction through blood vessel segmenta-
tion and classification using ensemble-based deep learning approaches. Neural Comput Appl 
35(17):12495–12511



Survey on Blood Vessels Contrast 
Enhancement Algorithms for Digital 
Image 

Shadi Mahmoodi Khaniabadi, Harsa Amylia Mat Sakim, Haidi Ibrahim, 
Ilyas Ahmad Huqqani, Farzad Mahmoodi Khaniabadi, and Soo Siang Teoh 

Abstract This paper surveys blood vessel contrast enhancement algorithms in 
digital images, aiming to optimize imaging techniques for accurate analysis and inter-
pretation of vascular structures. Various contrast enhancement techniques, including 
global and local approaches, are employed to improve the visibility and differentia-
tion of blood vessels from the surrounding background. The investigation reveals that 
both global and local enhancement techniques play vital roles in enhancing blood 
vessel contrast. Global enhancement methods, such as spatial and frequency domain 
approaches, focus on enhancing overall contrast and visibility throughout the entire 
image. Yet, local enhancement techniques selectively enhance contrast and visibility 
in specific regions of interest, while preserving overall image quality. By combining 
global and local enhancement approaches, researchers can achieve comprehensive 
and targeted enhancement of blood vessel visibility and analysis. The findings empha-
size the significance of utilizing suitable enhancement techniques to optimize blood 
vessel contrast in digital images and advance the field of medical imaging. This 
research contributes valuable insights for the development of optimized imaging 
techniques and algorithms for accurate blood vessel analysis and diagnosis. 
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1 Introduction 

This paper surveys various techniques specifically designed for blood vessel enhance-
ment in digital images. Spatial Domain techniques operate directly on the pixel values 
of the image, utilizing filters and transforming to enhance blood vessel visibility [1, 
2]. Frequency Domain techniques, on the other hand, employ frequency analysis 
to enhance blood vessel contrast by manipulating the frequency components of the 
image [2]. Understanding the characteristics and capabilities of these techniques 
is essential for optimizing the contrast enhancement process based on the specific 
requirements of blood vessel analysis [3, 4]. 

2 Contrast Enhancement Techniques 

The techniques are divided into two main categories: global enhancement and local 
enhancement. The global enhancement category further branches into two subcat-
egories: spatial domain and frequency domain techniques. The local category also 
splits into spatial domain and frequency domain methods. 

2.1 Global Spatial Domain Techniques 

These methods contribute significantly to the enhancement of blood vessel contrast, 
facilitating improved interpretation and examination of vascular structures in digital 
images [5, 6]. Erwin [7] employed contrast stretching as a global spatial domain 
technique to enhance blood vessel contrast in digital images. This method expands 
the range of pixel intensity values, resulting in improved visibility by increasing the 
contrast between dark and light regions. The benefit lies in enhancing the overall 
visibility of blood vessels. However, there is a potential risk of over-enhancement 
and loss of detail in certain areas, necessitating careful consideration for optimal 
results. Similarly, Suma and Saravana Kumar [6] focused on Histogram Equalization 
as another global spatial domain technique. By redistributing pixel intensity values 
across the entire range, this method uniformly enhances the visibility of blood vessels. 
It improves the differentiation between blood vessels and surrounding tissues, facil-
itating image interpretation and analysis. Yet, achieving a balance between contrast 
enhancement and preserving overall image quality poses a challenge. There is a 
possibility of losing fine details and over-amplification in specific regions. These 
global spatial domain techniques serve as valuable tools for the analysis and diag-
nosis of vascular structures, contributing to the development of optimized imaging 
techniques for accurate blood vessel analysis [8], which is shown in Table 1.
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Table 1 Summary of recent studies in blood vessels contrast enhancement 

Ref. Method Description Advantages Drawbacks 

2023 
[4] 

Wavelet 
transform 

Utilizes a set of Gabor 
filters to analyze image 
features at different 
orientations and frequencies 

✓ 
Multi-resolution 
analysis 
✓ Orientation 
selectivity 
✓ Frequency 
selectivity 

× Need careful 
parameter tuning 
× High 
computational 
complexity 
× Sensitive to noise 

2022 
[9] 

Retinex-based 
techniques 

Effectively enhance the 
contrast of blood vessels in 
digital images, irrespective 
of image resolution, by 
compensating for 
illumination variations and 
improving visibility 

✓ Enhances 
visibility and 
contrast of the 
blood vessels 

× Proper adjustment 
of parameters and 
fine-tuning is 
required 

2021 
[10] 

Top-hat 
transform 

Enhances the visibility of 
blood vessels by 
substracting the 
morphological opening of 
the image from the original 
image 

✓ Enhances the 
visibility of fine 
structures 
✓ Differentiate 
blood vessels 
from the 
surrounding 
tissues 

× Sensitive to noise 
× Requires careful 
selection of 
structuring elements 
and parameters 

2021 
[11] 

Homomorphic 
filtering 

Separating illumination and 
reflectance components. 
Use frequency domain 
processing 

✓ 
Simultaneously 
improves 
contrast and 
brightness 
✓ Effective in 
varying lighting 
conditions 

× Exhibit low 
contrast compared 
to the surrounding 
background 

2020 
[7] 

Contrast 
stretching 

Expanding the range of 
pixel intensity values 

✓ Visibility of 
blood vessels 
has improved 

× May lead to 
over-enhancement 
and loss of details in 
some areas of the 
image 

2020 
[12] 

2D Gabor 
wavelet 

Utilizes a set of Gabor 
filters to analyze image 
features at different 
orientations and 
frequencies, effectively 
enhancing blood vessels at 
various scales 

✓ 
Multi-resolution 
analysis 
✓ Orientation 
selectivity 
✓ Frequency 
selectivity 

× Requires careful 
parameter tuning 
× High 
computational 
complexity 
× Sensitive to noise

(continued)
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Table 1 (continued)

Ref. Method Description Advantages Drawbacks

2019 
[3] 

Histogram 
equalization 

Redistribute pixel intensity 
values across the entire 
range, enhancing their 
visibility in digital images 

✓ Enhances the 
visibility of 
blood vessels 
uniformly 
throughout the 
image 

× Potential loss of 
fine details and over 
amplification in 
certain regions 

2019 
[8] 

Local histogram 
equalization 

Redistributing pixel 
intensity values across the 
entire range, resulting in 
improved visibility and 
differentiation between 
blood vessels and 
surrounding tissues 

✓ Uniform 
enhancement of 
blood vessels 
visibility 
throughout the 
image 
✓ Facilitation of 
the interpretation 
and analysis of 
vascular 
structures 

× Retinal images 
used for detecting 
diabetic retinopathy 
often have low 
radiance levels 

2.2 Local Spatial Domain Techniques 

These techniques offer significant benefits, including the improvement of blood 
vessel visibility and contrast, thereby enabling precise analysis and diagnosis of 
vascular structures. The enhancement of blood vessel contrast in digital images, 
regardless of resolution, was discussed by Almalki et al. [9]. The utilization of 
Retinex-based Techniques, a form of Local Spatial Domain Techniques, effectively 
compensates for illumination variations and improves the visibility of blood vessels. 
Similarly, Ramos-Soto et al. [10] explored the use of the Top-Hat Transform as 
another local spatial domain technique, which aids in highlighting finer structures 
and differentiating blood vessels from the background and surrounding tissues. Addi-
tionally, Singh et al. [8] focused on Local Histogram Equalization, which uniformly 
enhances blood vessel visibility and improves differentiation from surrounding 
tissues. These techniques offer valuable tools for the analysis and interpretation 
of vascular structures, contributing to the development of optimized imaging tech-
niques for accurate blood vessel analysis. However, careful parameter adjustment, 
consideration of noise sensitivity, and balancing contrast enhancement with image 
quality are important factors to address in order to achieve optimal results [8]. 

2.3 Global Frequency Domain Techniques 

The impact of image resolution on blood vessel contrast enhancement in digital 
images has been extensively explored through the utilization of global frequency
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domain techniques in the field of image processing [2]. These techniques are widely 
recognized and utilized due to their ability to operate in the frequency domain, facili-
tating thorough analysis and manipulation of the frequency components present in an 
image [4, 12, 13]. Notable methods in this domain include Fourier Transform (FT), 
Discrete Fourier Transform (DFT), Fast Fourier Transform (FFT), Wavelet Trans-
form (WT), Gabor Filters, 2D Gabor Wavelet, Laplacian of Gaussian (LoG) Filter, 
and Bandpass Filtering [4, 12, 14–16]. As shown in Table 1, da Rocha et al. [12] 
using the 2D Gabor Wavelet technique, a Global Frequency Domain Technique. This 
method utilizes a set of Gabor filters to analyze image features at different orienta-
tions and frequencies, resulting in improved blood vessel visibility at various scales. 
The technique offers benefits such as multi-resolution analysis, orientation selec-
tivity, and frequency selectivity. However, achieving optimal contrast enhancement 
requires careful parameter tuning, particularly for the Gabor filter parameters. In addi-
tion, Paul and Shan in [4] focused on the Wavelet Transform as a global frequency 
domain technique for enhancing blood vessel contrast. This method utilized Gabor 
filters to analyze image features at different orientations and frequencies, resulting in 
improved visibility at various scales. Yet, achieving optimal contrast enhancement 
required precise parameter tuning, particularly for the Gabor filter parameters. 

2.4 Local Frequency Domain Techniques 

Local frequency domain techniques are valuable tools in image processing for 
enhancing contrast and visibility in specific regions of an image by manipulating 
their frequency components [2, 17]. They offer the advantage of selectively enhancing 
desired features, such as blood vessels, while maintaining the integrity of surrounding 
areas. However, challenges arise in determining optimal region sizes and shapes, as 
well as fine-tuning parameters for optimal results [2]. Nonetheless, local frequency 
domain techniques contribute to the exploration of image resolution effects on blood 
vessel visibility and analysis, supporting the development of optimized imaging tech-
niques in this field [2, 11]. As depicted in Table 1, the study by Tao [11] employed 
the Homomorphic Filtering method, categorized under local frequency domain tech-
niques, to enhance the contrast of blood vessels in digital images. Through the 
separation of the illumination and reflectance components, this technique improved 
image resolution and enhanced the visibility of blood vessels. Notably, Homomor-
phic Filtering demonstrated the ability to simultaneously enhance both contrast and 
brightness, rendering it suitable for images captured under varying lighting condi-
tions. The study utilized this method to investigate the impact of image resolution on 
blood vessel analysis and enhance the interpretation of vascular structures in digital 
images.
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3 Conclusion 

The study findings demonstrated the crucial roles of both global and local enhance-
ment techniques in improving blood vessel contrast. Global enhancement methods 
focused on enhancing overall contrast and visibility across the entire image. Through 
comprehensive manipulation of pixel values or frequency components, these tech-
niques effectively differentiated blood vessels from the background. Furthermore, the 
effectiveness of local enhancement techniques in targeting specific regions of interest 
within the image was evident. These techniques selectively enhanced contrast and 
visibility in localized areas while preserving overall image quality. These results 
underscore the importance of integrating global and local enhancement approaches 
to optimize blood vessel contrast enhancement. The combination of these techniques 
provides a comprehensive framework for enhancing blood vessel visibility and facili-
tating analysis. This integrated approach contributes to the development of optimized 
imaging techniques that enhance the accuracy and reliability of blood vessel analysis 
and diagnosis in various applications. By considering the advantages and character-
istics of both global and local enhancement methods, researchers can advance the 
field of medical imaging and diagnosis through optimized imaging techniques for 
accurate blood vessel analysis. The findings of this study offer valuable insights for 
future research and development in the field of blood vessel contrast enhancement. 

Acknowledgements This work is supported by the Ministry of Higher Education (MoHE), 
Malaysia, under the Fundamental Research Grant Scheme (FRGS), with grant number FRGS/ 
1/2019/TK04/USM/02/1. 

References 

1. Luisi JD, Lin JL, Ameredes BT, Motamedi M (2022) Spatial-temporal speckle variance in the 
en-face view as a contrast for optical coherence tomography angiography (OCTA). Sensors 
22(7) 

2. Mustafa WA, Yazid H, Jaafar M (2016) A systematic review: contrast enhancement based on 
spatial and frequency domain. J Adv Res Appl Mech 28:1–8 

3. Sukanya A, Rajeswari R (2019) Enhancement of coronary blood vessels based on Frangi’s 
vesselness filter and morphological operations. Int J Innov Technol Explor Eng 8(10):274–281 

4. Paul P, Shan BP (2023) Preprocessing techniques with medical ultrasound common carotid 
artery images. Soft Comput 

5. Vijayalakshmi D, Nath MK, Acharya OP (2020) A comprehensive survey on image contrast 
enhancement techniques in spatial domain. Sens Imaging 21(1):40 

6. Suma KG, Saravana Kumar V (2019) A quantitative analysis of histogram equalization-based 
methods on fundus images for diabetic retinopathy detection. Springer Singapore, Singapore, 
pp 55–63 

7. Erwin (2020) Improving retinal image quality using the contrast stretching, histogram 
equalization, and CLAHE methods with median filters. Int J Image Graph Signal Process 
12(2):30–41



Survey on Blood Vessels Contrast Enhancement Algorithms for Digital … 551

8. Singh N, Kaur L, Singh K (2019) Histogram equalization techniques for enhancement of 
low radiance retinal images for early detection of diabetic retinopathy. Eng Sci Technol Int J 
22(3):736–745 

9. Almalki YE, Jandan NA, Soomro TA, Ali A, Kumar P, Irfan M, Keerio MU, Rahman S, 
Alqahtani A, Alqhtani SM, Hakami MAM, Alqahtani Saeed S, Aldhabaan WA, Khairallah AS 
(2022) Enhancement of medical images through an iterative McCann Retinex algorithm: a case 
of detecting brain tumor and retinal vessel segmentation. Appl Sci 12(16) 

10. Ramos-Soto O, Rodríguez-Esparza E, Balderas-Mata SE, Oliva D, Hassanien AE, Meleppat 
RK, Zawadzki RJ (2021) An efficient retinal blood vessel segmentation in eye fundus images 
by using optimized top-hat and homomorphic filtering. Comput Methods Programs Biomed 
201:105949 

11. Tao J (2021) A method of blood vessel segmentation in fundus images based on image 
enhancement. J Phys Conf Ser 1955(1):12043 

12. da Rocha DA, Barbosa ABL, Guimarães DS, Gregório LM, Gomes LHN, da Silva Amorim L, 
Peixoto ZMA (2020) An unsupervised approach to improve contrast and segmentation of blood 
vessels in retinal images using CLAHE, 2D Gabor wavelet, and morphological operations. Res 
Biomed Eng 36(1):67–75 

13. Shahnawaz M, Choudhry A, Wadhwani R (2016) Analysis of digital image filters in frequency 
domain. Int J Comput Appl 140(6):12–19 

14. Iwanowski M (2020) Image contrast enhancement based on Laplacian-of-Gaussian filter 
combined with morphological reconstruction. In: Burduk R, Kurzynski M, Wozniak M 
(eds) Progress in computer recognition systems. Springer International Publishing, Cham, 
pp 305–315 

15. Tseng CC, Lee SL (2021) Frequency selective filtering of graph signal in directed graph Fourier 
transform domain. In: 2021 IEEE international conference on consumer electronics-Taiwan 
(ICCE-TW), pp 1–2 

16. Manglik T, Axel L, Pai W, Kim D (2004) Use of bandpass Gabor filters for enhancing blood-
myocardium contrast and filling-in tags in tagged MR images. Proc Int Soc Magn Reson Med 
ISMRM 3(c):1793 

17. Usman B, Ayuba S (2015) Practical digital image enhancements using spatial and frequency 
domains techniques. Int Res J Comput Sci (IRJCS) 5



Face Image Authentication Scheme 
Based on Cohen–Daubechies–Feauveau 
Wavelets 

Muntadher H. Al-Hadaad, Rasha Thabit , Khamis A. Zidan , 
and Bee Ee Khoo 

Abstract The recent interest of face image manipulation detection has been directed 
towards providing the ability of detecting various types of manipulations. In the 
best scenario, the available methods can detect the manipulations and localize the 
manipulated face region. The ability of recovering the face region after manipulation 
localization will be very useful in practical applications, however, this has not been 
highlighted in the previous researches. In this paper, a new face image authentication 
(FIA) scheme is presented based on image watermarking and Cohen–Daubechies– 
Feauveau (CDF) wavelets. In the proposed scheme, the CDF is used to generate the 
recovery bits from the face region in order to be used for recovering the face region 
when manipulations exist. Several experiments have been conducted to evaluate the 
performance of the proposed scheme which proved its efficiency in generating high 
quality watermarked images, detecting various types of manipulations, localizing 
the manipulated blocks in the face region, and recovering the face region with good 
visual quality. The comparison with the state-of-the-art detection schemes proved 
the superiority of the proposed scheme. 
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1 Introduction 

The rapid development of the easy-to-use image processing applications facilitates 
the process of capturing and modifying the personal digital images. Nowadays, an 
enormous number of personal images are exchanged through open access channels 
such as internet [1]. The ability of exchanging personal images through internet has 
many benefits, however, the security and integrity of the shared images are the main 
concerns of the images’ owners and their recipients [2]. 

The continuous improvements in the artificial intelligence field and the deep-
learning based algorithms provide a fertile ground to present various face image 
manipulation (FIM) applications [3–5]. The face images can be modified for detri-
mental or benign intentions [5]. The detrimental FIM methods have been considered 
as a threat and accordingly different FIM detection (FIMD) techniques have been 
introduced to disclose the manipulated face images [6–8]. The deep-learning based 
FIMD techniques obtained good results in specific situations but they may face 
several limitations in others [8–13]. Recently, some review papers highlighted the 
restrictions and challenges that can be encountered by deep-learning based FIMD 
techniques such as the false detection cases, the long time required for training and 
processing the input datasets, the need for high quality images datasets, the need 
for a prior knowledge of the applied FIM method to choose the suitable detection 
technique, and many others [14–16]. 

In [17], a new direction in FIMD field has been suggested which is based on 
image watermarking technology. The detection scheme starts by detecting the face 
region followed by dividing the image into non-overlapping blocks and classifying 
the blocks into two groups that are either belong to the face region or belong to the 
non-face region. The tamper detection data have been generated from the face region’s 
blocks and embedded in the non-face region’s blocks using Slantlet transform (SLT)-
based watermarking algorithm [18–20]. The scheme in [17] obtained promising 
results compared to previous FIMD techniques especially in terms of accuracy, time, 
and ability to detect different types of manipulations, however, it cannot recover the 
original face region when manipulations are detected. 

To current date, the available FIMD techniques have focused on revealing manip-
ulations in the face images while the ability to recover the original face region 
after revealing manipulations has not been highlighted. In this paper, a new face 
image authentication (FIA) scheme is presented which can reveal manipulations 
and recover the original face region. Since the watermarking-based scheme obtained 
promising results, the proposed scheme in this paper depends on the use of image 
watermarking technology. To generate the recovery bits from the face region, the 
Cohen–Daubechies–Feauveau (CDF) wavelets have been applied and the best family 
has been chosen to be adopted in the implementation of the proposed FIA scheme. 

The rest of the paper contains: Sect. 2 which presents the proposed embedding and 
extraction algorithms; Sect. 3 illustrates the experimental results and their discussion; 
and Sect. 4 presents the conclusions of this work.



Face Image Authentication Scheme Based … 555

2 Proposed FIA Scheme 

The proposed FIA scheme consists of two main algorithms that are applied at 
the embedding side and the extraction side. Each main algorithm consists of 
sub-algorithms which are required to obtain the targeted outputs. The following 
subsections presents the details of the proposed algorithms. 

2.1 The Proposed Algorithm at the Embedding Side 

The block diagram of this algorithm is shown in Fig. 1 which starts by reading the 
original face image and ends by the output watermarked face image. The procedure 
of this algorithm is explained in the following subsections. 

(1) First stage: The first stage of the embedding algorithm starts by reading the 
original face image (IOR) of size (M × N × 3). Then, the face region detection 
(FRD) algorithm is applied to detect and localize the face window. The FRD 
starts by applying the Multi-task Cascaded Neural Network (MTCNN) algo-
rithm [17, 21] which gives the information about the face window including 
the top left corner of the face region, in addition to the height and width of 
the face window. The output of MTCNN is modified to select the pixels of the 
face region. After specifying the pixels’ positions of the face region, a binary 
image (IBin) of size (M × N) is generated. The IBin pixels at the face window’s 
positions are set to ones while the other pixels are set to zeros.

Fig. 1 Block diagram of the 
proposed embedding 
procedure 
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The IOR has three channels called RGB channels (i.e., Red, Green, and Blue). 
Each channel image is divided into non-overlapping blocks of size (Bs × Bs) where 
Bs refers to the side length of the block. The IBin is also divided into non-overlapping 
blocks of size (Bs × Bs). 

(2) Second satge: The second stage starts by reading the blocks of one channel 
from IOR and their corresponding blocks in IBin. The average of each IBin block 
is calculated to classify the block in the channel image (Ichannel) at the  same  
positions into two classes. If the average of IBin block equals to zero, the Ichannel 
block belongs to non-face region’s blocks. If the average of IBin block is more 
than zero, the Ichannel block belongs to the face region’s blocks. 

The blocks belong to the face region are used as the input to the authentication 
data generation (ADG) algorithm. In the proposed ADG algorithm, the average of 
each block is calculated to be used for manipulation detection and localization. The 
face recovery information is generated from the approximation coefficients after 
transforming the blocks using Cohen–Daubechies–Feauveau (CDF) wavelets. The 
choice of this wavelet type depended on several experiments that have been conducted 
to find the best wavelet type that can be used to recover the face region with the best 
visual quality. The authentication information is converted to binary and concatenated 
to form a binary sequence that is ready to be embedded into the non-face blocks. 
The SLT-based watermarking algorithm [18] is applied to embed the authentication 
binary sequence in the non-face blocks. The output of embedding process is the 
watermarked non-face blocks. 

(3) Third satge: In the third stage, the watermarked channel image is generated 
by rearranging the face region’s blocks and the watermarked non-face region’s 
blocks. The final watermarked face image (IWM) is generated from the three 
watermarked channel images. 

2.2 The Proposed Algorithm at the Extraction Side 

The block diagram of this algorithm is shown in Fig. 2 which starts by reading the 
watermarked face image and ends by the authentication result and the recovered face 
region when manipulations exist. The procedure of this algorithm is explained in the 
following subsections.

(1) First stage: The first stage of the extraction algorithm starts by reading the 
watermarked face image (IWM) of size (M × N × 3). Then, the face region 
detection (FRD) algorithm is applied to detect and localize the face window 
as explained in the embedding procedure. The FRD output is the binary image 
(IBin) of size (M × N) which is used to classify the blocks of the RGB channels 
of IWM . The channel images and IBin are divided into non-overlapping blocks 
of size (Bs × Bs) where Bs refers to the side length of the block.
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Fig. 2 Block diagram of the 
proposed extraction 
procedure 

(2) Second stage: The second stage starts by reading the blocks of one channel from 
IOR and their corresponding blocks in IBin. The average of each IBin block is 
calculated to classify the block in the channel image Ichannel as explained in the 
embedding procedure. The average of each block belongs to the face region is 
calculated and saved to be used in the third stage of this algorithm. The blocks 
belong to the non-face’s region are used as the input to the authentication data 
extraction (ADE) algorithm. In the proposed ADE algorithm, the embedded 
binary sequence which consists of the manipulation localization and recovery 
information is extracted from the non-faces’ blocks using SLT-based water-
mark extraction algorithm [18]. The extracted binary sequence is separated into 
two parts that are localization bits and recovery bits. The localization bits are 
converted to decimal values to recover the original average values of the blocks. 
The recovery bits are used to recover the original approximation coefficients of 
the CDF wavelets. 

(3) Third stage: In the third stage, the calculated average values from the face 
region’s blocks and the extracted average values from the non-face region’s
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blocks are compared to detect and localize manipulations. If the compared values 
are identical, the block is considered authentic, else the block is considered 
unauthentic and the recovery procedure starts. The extracted approximation 
coefficients from the previous stage are used to recover the face region. The 
horizontal, vertical, and details coefficients are considered zeros and the inverse 
CDF transform is applied to generate the recovered face region. 

3 Experimental Results 

The experimental work has been conducted first to evaluate the generated recovery 
data from the proposed ADG algorithm. The second part of the experimental work 
has been conducted to evaluate the proposed FIA scheme in terms of visual quality, 
payload, capacity, time complexity, and the authentication capability. 

Extensive experiments were done to choose the best Bs and the results proved that 
the Bs = 16 obtained a good compromise between visual quality and robustness of 
the embedded data. The final subsection, presents the comparison with the state-of-
the-art FIMD schemes. 

3.1 Test of Recovery Data 

To choose the best wavelet family, the visual quality of the recovered face region using 
the proposed recovery algorithm has been tested by calculating the Peak Signal-to-
Noise Ratio (PSNR) between the original face region and the recovered face region. 
Thirty types of wavelet families have been tested and the CDF3.5 obtained the highest 
PSNR values, therefore, it has been adopted in the implementation of the proposed 
FIA algorithms. Samples of the obtained results from this test are presented in Table 1.

3.2 Test of FIA Performance 

In this test, different face images with various sizes have been used to evaluate the 
performance of the proposed FIA scheme, samples of the test images are shown in 
Fig. 3. The  PSNR between IOR and IWM has been calculated to test the visual quality 
of the watermarked images. Table 2 presents samples of the visual quality test results.

The time complexity has been calculated for the embedding and extraction algo-
rithms using tic toc command in MATLAB software. The computer used in this 
experiment has the following properties: 2.60 GHz Intel® Core TM i7 CPU and 
8 GB memory. The generated payload and the total embedding capacity have been 
also devalued. Table 3 presents samples of the results obtained from the payload, 
embedding capacity, and time complexity tests.



Face Image Authentication Scheme Based … 559

Table 1 Visual quality test for recovered face region 

Wavelet type PSNR (dB) for sample test images 

Image 1 Image 2 Image 3 Image 4 Image 5 

BIOR5.5 24.3623 18.0065 18.8657 17.415 28.1301 

CDF1.5 31.8989 37.0062 33.3642 34.8596 38.3699 

CDF2.2 32.0336 37.3676 33.2941 33.263 38.6792 

CDF3.3 32.9486 38.3417 34.7419 35.5681 39.4507 

CDF3.5 32.9982 38.394 34.788 35.6123 39.5158 

CDF4.2 31.9031 37.0988 33.3159 33.397 38.181 

CDF5.3 30.5142 35.307 32.6954 33.0712 35.5718 

CDF6.2 28.9913 33.5113 30.3685 30.808 33.8572 

CDF6.4 30.1049 34.5366 31.3998 31.7553 34.7971 

DB3 32.5144 36.8807 34.222 33.9149 37.2864 

DB6 31.274 34.1777 32.7085 30.8518 34.096 

DB8 30.1001 32.0581 30.9866 29.0037 31.9616 

Haar 32.0368 37.178 33.5153 34.9857 38.555 

Sym3 14.6255 10.4511 10.2051 9.8947 18.1427 

Sym6 24.8445 26.9725 24.1389 20.751 26.666 

Sym7 25.0551 27.7253 24.8635 21.3963 27.48 

Max. PSNR 32.9982 38.394 34.788 35.6123 39.5158 

The bold is just to highlight that the highest PSNR value has been obtained using CDF 3.5.

To test the ability of the proposed scheme in revealing manipulations in the face 
region and recovering the original face region when manipulations exist, the water-
marked face images have been manipulated using different attacks. Samples of the 
results are shown in Figs. 4, 5, 6 and 7 which proved that the proposed scheme can 
successfully localize the manipulated region and recover the original face region 
regardless the size of the manipulated area.

3.3 Comparsion with the State-of-the-Art 

As mentioned in the introduction section, the deep-learning based FIMD schemes 
[8–13] faced some limitations and most of the available schemes can detect only 
one type of manipulations. On the other hand, the watermarking-based technique 
in [17] can detect different types of manipulations but it cannot recover the original 
face region after manipulations revealing process. The proposed scheme outperforms 
various state-of-the-art schemes because it can reveal different types of manipula-
tions, localize the manipulated blocks in the face region, and recover the face region 
if manipulations exist. Table 4 presents a general comparison of the proposed scheme
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Fig. 3 Sample test images 

Table 2 Visual quality test for watermarked images 

Image name Image size Size of face region PSNR (dB) 

Img_1 570 × 1014 × 3 160 × 128 × 3 45.0877 

Img_2 600 × 1200 × 3 112 × 80 × 3 54.0449 

Img_3 1152 × 2048 × 3 432 × 384 × 3 44.3761 

Img_4 1152 × 2048 × 3 288 × 224 × 3 48.2253 

Img_5 536 × 1024 × 3 144 × 144 × 3 42.1705 

Img_6 600 × 1200 × 3 224 × 192 × 3 46.1548 

Img_7 640 × 800 × 3 80 × 64 × 3 53.0178 

Img_8 1669 × 2500 × 3 256 × 224 × 3 56.5061 

Img_9 455 × 728 × 3 128 × 128 × 3 38.336 

Img_10 608 × 1080 × 3 224 × 176 × 3 46.1699

with various face image manipulation detection schemes. Table 5 presents a compar-
ison between the proposed scheme and FIMD scheme in [17] in terms of payload 
and time complexity. The same test images shown in Fig. 3 have been used in this 
experiment. The payload generated in [17] is lower than the payload generated in 
the proposed scheme because in [17] only localization data are used while in the
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Table 3 Payload, embedding capacity, and time complexity test results 

Image name Payload (bits) Capacity (bits) Embedding time (s) Extraction time (s) 

Img_1 170,880 404,352 0.872964 11.360993 

Img_2 74,880 523,584 0.960417 7.56287 

Img_3 1,379,520 1,639,872 3.070259 23.72201 

Img_4 537,216 1,714,752 2.479163 37.787807 

Img_5 172,992 386,304 0.881936 17.123695 

Img_6 358,464 495,360 1.094932 24.019591 

Img_7 43,008 378,240 0.76407 10.367643 

Img_8 477,120 3,069,312 3.642619 35.756902 

Img_9 136,896 226,368 0.867687 13.792615 

Img_10 328,512 454,272 1.021984 24.837479

Fig. 4 Manipulation localization and recovery for test image ‘Img_1’ 

Fig. 5 Manipulation localization and recovery for test image ‘Img_2’
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Fig. 6 Manipulation localization and recovery for test image ‘Img_3’ 

Fig. 7 Manipulation localization and recovery for test image ‘Img_7’

proposed scheme the data is generated from the localization and recovery data. Since 
the payload is higher in the proposed scheme, it is logical to require more time from 
embedding and extracting data. 

Table 4 General comparison with the state-of-the-art schemes 

Scheme Method Various 
manipulations 

Manipulation 
detection 
ability 

Manipulation 
localization 
ability 

Face region 
recovery 

[8–13] Deep-learning × ✓ × × 
[17] Watermarking ✓ ✓ ✓ × 
Proposed Watermarking 

+ CDF 
✓ ✓ ✓ ✓
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Table 5 Comparison between the proposed scheme and the scheme in [17] 

Scheme Scheme in [17] Proposed scheme 

Payload 
(bits) 
localization 
data 

Embedding 
time (s) 

Extraction 
time (s) 

Payload (bits) 
localization and 
recovery data 

Embedding 
time (s) 

Extraction 
time (s) 

Img_1 3264 0.550777 0.206595 170,880 0.872964 11.360993 

Img_2 1920 0.671195 0.177495 74,880 0.960417 7.56287 

Img_3 23,040 1.458834 0.919955 1,379,520 3.070259 23.72201 

Img_4 10,560 1.455500 0.559119 537,216 2.479163 37.787807 

Img_5 3456 0.524380 0.175104 172,992 0.881936 17.123695 

Img_6 6912 0.649806 0.291740 358,464 1.094932 24.019591 

Img_7 1536 0.505593 0.119490 43,008 0.76407 10.367643 

Img_8 8448 2.059830 0.640550 477,120 3.642619 35.756902 

Img_9 2688 0.459536 0.138916 136,896 0.867687 13.792615 

Img_10 6528 0.622006 0.275500 328,512 1.021984 24.837479 

4 Conclusions 

This paper presents a new face image authentication (FIA) scheme which can localize 
manipulations and recover the original face region. The proposed recovery algorithm 
based on the use of CDF wavelet which has been included in the FIA steps to 
recover the face region. The preliminary tests have been conducted to choose the 
best wavelet type and the results proved that the CDF3.5 obtained the best results. 
Extensive experiments have been conducted to evaluate the proposed FIA scheme and 
the results proved that it can detect different face image manipulations and recover 
the face region after manipulations localization. The general comparison with the 
state-of-the-art schemes proved the superiority of the proposed scheme and it can 
be applied to ensure the intactness and safety of the digital face images in different 
practical applications especially in the image forensics and data security fields. 
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A Finger Knuckle Print Classification 
System Using SVM for Different LBP 
Variants 

Imran Riaz , Ahmad Nazri Ali , and Ilyas Ahmad Huqqani 

Abstract Finger knuckle print is one of the most important biometric traits and plays 
a vital role in a secure identification system. In this paper, performance evaluation 
of local binary pattern (LBP) and its variants center symmetric local binary pattern 
(CS-LBP) and median local binary pattern (MLBP) are investigated. After feature 
extraction, a support vector machine (SVM) with the linear kernel is used for the 
performance evaluation of two different datasets named the Poly-U FKP dataset 
and the USM-FKP dataset. The experimental results show that CS-LBP performs 
better for the USM-FKP dataset with an accuracy of 86.2% which demonstrates the 
potential of the FKP classification system. 

Keywords Finger knuckle print · Local binary pattern · Support vector machine 

1 Introduction 

Hand based biometric identification has drawn an increasing attention due to its 
low cost of data acquisition, reliability, acceptability and user friendly [1]. Among 
different hand based biometrics, fingerprint is the first modality used for recognizing a 
person. Finger dorsal surface called finger knuckle print has emerged as an alternative 
biometric with numerous advantages; uniqueness for each individual, invariant and
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discriminant features, convenient image acquisition and reliable for person recogni-
tion. Therefore, finger knuckle based recognition system has emerged as an active 
research frontier. The skin pattern of FKP is highly rich in texture due to skin folds 
and is unique to all people. Feature extraction plays vital role in biometric recognition 
system. Since, FKP images contain high texture information, therefore, a high-quality 
feature extraction technique is the core requirement for better recognition accuracy. 
The success of LBP and its variants in different applications motivated us to evaluate 
it in the FKP classification system. Although, researchers considered LBP in FKP 
classification, but majority of the research for FKP using LBP is conducted either 
on multi-algorithm system or combined with some other biometric trait named as 
multimodal system. Based on these findings, we have focused our research towards 
FKP classification system with a comparative analysis of different LBP variants. 

In this paper, four different LBP texture descriptors named uniform LBP, average 
LBP, center symmetric LBP and compound LBP have been used for feature extrac-
tion process. For classification, we have employed a support vector machine using 
linear kernel. A self-collected database of USM-FKP images is also developed. The 
structure of the paper is as follows as: Related work is described in Sect. 2. Image 
preprocessing and feature extraction approaches are described in Sect. 3. Experi-
mental results conducted are reported in Sect. 4. Finally, concluding remarks are 
presented in Sect. 5. 

2 Related Work 

Compared to other biometrics, several techniques for feature extraction of finger 
knuckle prints have been proposed in the literature. In [2], authors proposed a 
multi algorithm system for FKP recognition, where texture patterns were extracted 
using Gabor with Exception-Maximization algorithm and Scale Invariant Feature 
Transform (SIFT) algorithm was employed to extract the feature vectors from these 
obtained texture patterns. In a recent research study [3], authors proposed a feature 
optimization approach for identifying the best feature vectors of finger knuckle print. 

In literature, some efforts for FKP recognition system based on local binary pattern 
and its variants have employed. In [4], authors presented LBP based FKP recogni-
tion system in multi resolution domain and experimented on PolyU FKP database 
by using nearest neighbor and extreme learning machine classifiers. Raid et al. [5] 
proposed the horizontal and vertical lines-LBP for feature extraction and experi-
ments conducted on IITD-FKP dataset with 85.97% identification accuracy using 
city block distance metric. Zahra et al. [6] presented a technique based on Gabor 
filter and LBP for extracting features and finally Bio-Hashing approach is applied 
on the extracted feature vectors. In another research study [7], basic LBP with the 
addition of dividing the FKP image into blocks is used for personal identification and 
reported recognition rate of 87.63%. El-Tarhouni et al. [8], extended completed LBP 
(CLBP) descriptor which employs only magnitude and sign components and named 
as dynamic threshold CLBP (dTCLBP) for FKP recognition. Recently, Heidari et al.
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[9] proposed a technique by combining the LBP entropy-based histogram of texture 
patterns at different levels with a set of statistical texture features. The genetic algo-
rithm (GA) was applied to find the superior features and support vector machine 
(SVM)-based feedback approach was used for classification. 

3 Proposed Method 

In this section, the methodology of the proposed system including data acquisition, 
image pre-processing, feature extraction and classification is discussed. Figure 1a 
shows the block diagram of the proposed FKP classification system. A special image 
acquisition device, Logitech Pro web-cam C920 has been constructed to capture the 
finger knuckle images. Each subject is requested to place the right finger on the 
support in such a way that back side is facing the sensor. Place the right finger on the 
support in such a way that back side is facing the sensor. The acquisition of a sample 
finger knuckle image is shown in Fig. 1b, c. Pre-processing of the acquired FKP 
images is an important stage for recognition system. There are three major steps 
in the pre-processing stage, color segmentation, background removal and finally 
extracting the region of interest area. 

Fig. 1 a Proposed FKP classification system. b FKP image acquisition setup. c Acquisition of a 
sample FKP image
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3.1 Feature Extraction 

Feature extraction plays a vital role in the performance of the FKP recognition system. 
To extract the global or local information of the image, is the main goal of the feature 
extraction stage. Three different variants of the local binary pattern are used in the 
process of feature extraction, namely center symmetric LBP, average LBP and median 
LBP. 

The LBP operator calculation for a given window having a number of pixels’ P 
and radius R, is given in Eqs. 1 and 2. 

LBP  R P (xc − yc) = 
P−1∑

P=0 

s
(
gp − gc

)
2P (1) 

s(x) =
{
1, i f  x  ≥ 0 
0, i f  x  < 0 

(2) 

3.1.1 Center Symmetric Local Binary Pattern (CSLBP) 

The basic idea of center symmetric LBP (CSLBP) [10] is to compare only pairs of 
horizontal, vertical and diagonal pixels depicted in Fig. 2a, instead of thresholding 
each pixel against the central pixel in basic LBP. The CSLBP descriptor is computed 
as follows in Eq. 3. 

CSL  B  PP,R,T = 
P 
2 −1∑

i=0 

s
(
gi − gi+ P 2

)
2i , and s(x) =

{
1, x ≥ 0 
0, other wise  

(3) 

The dimensionality of the extracted feature histogram is reduced from 28 = 256 
to 24 = 16 dimensions, which also reduces the storage space.

Fig. 2 An illustration for computing. a Center symmetric LBP. b Median binary pattern (MBP) 



A Finger Knuckle Print Classification System Using SVM for Different … 569

3.1.2 Median Binary Pattern (MBP) 

Hafiane et al. [11], introduced median binary pattern (MBP), another extension of 
the basic LBP operator. The MBP is computed using Eq. 4. 

MB  P  = 
P∑

i=0 

s(gi ) × 2i , and s(gi ) =
{
1, i f  gi ≥ Med  
0, otherwise  

(4) 

In Fig. 2b, computation of MBP is illustrated where central pixel is also included 
and median is 120. 

4 Experimental Results and Analysis 

In this section, results on the self-collected USM-FKP dataset and the PolyU FKP 
database are discussed for basic LBP, CSLBP, ALBP and MBP. The subsequent 
subsections provide a brief description of: (1) the FKP datasets; (2) performance 
metrics and the obtained results. 

4.1 Finger Knuckle Print Datasets 

4.1.1 Self-collected USM-FKP Dataset 

In this research study, we collected FKP dataset images using Logitech Pro web-
cam C920, which are taken from 80 people including male and female students 
of University Science Malaysia. These samples are compiled in one session only, 
containing 10 images for right index finger only and the dataset contains 800 images. 

4.1.2 PolyU-FKP Dataset 

The PolyU-FKP dataset is considered as a benchmark dataset for FKP recognition 
system, it contains 2515 images of middle finger. In this research, images of 100 
subjects have been utilized for comparing with the self-collected USM-FKP dataset. 

4.2 Performance Metrics and Obtained Results 

To analyze the different LBP descriptors, experiments are conducted on two different 
datasets which are self-collected FKP dataset and PolyU-FKP dataset. The feature
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vectors obtained from the LBP descriptors are randomly divided with a ratio of 70:30 
into training and testing features respectively. Support vector machine is applied for 
classification where precision, recall, F1-score and accuracy are used for performance 
evaluation. 

Experimental results for both USM and PolyU FKP databases are shown in 
Fig. 5. The comparison results for precision, recall, F1-score and accuracy showed 
that different LBP descriptor have higher accuracy on the FKP dataset than PolyU. 
Also, this higher performance reveals that the implementation of the proposed finger 
knuckle acquisition system demonstrates the advantages of this system. It is also 
evident from the Fig. 5 that the best recorded accuracy for FKP dataset with center 
symmetric LBP is 86.25% compared with other LBP descriptors. 
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5 Conclusion 

In this paper, LBP and its two variants CS-LBP and MLBP are analyzed for FKP 
recognition system. The proposed research study also involves developing a dataset 
of FKP images using Logitech Pro web-cam C920. Feature extraction using basic 
LBP, CS-LBP and MLBP was performed on two different datasets named Poly-U 
FKP and USM-FKP. Experimental results have revealed that CS-LBP outperforms 
and gives an accuracy of 86.25% for USM-FKP dataset with SVM classifier. In future, 
FKP will be combined with other biometrics to make a multi modal biometric system 
as well LBP feature extraction can also be combined with other feature extraction 
technique for multi-algorithm biometric system. 
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Abstract One of the urgent and popular research areas is wearable devices-based 
fall detection (FD). Over the past 20 years, researchers have conducted many experi-
ments in which falls and activities of daily living were simulated. Researchers inferred 
that real-world fall data is in demand rather than simulated fall data, but this infer-
ence still lacks comparisons. In this study, an assessment of a simulated fall dataset 
and a real-world fall dataset is proposed. The assessment investigates the efficacy of 
simulated data for developing an FD solution. Comparisons were conducted between 
FD methods developed on simulated and real-world data to observe the effective-
ness of simulated falls. The experiments showed that the method with real-world 
data offered similar performances to the method with simulated data. In contrast to 
existing solutions, the provided comparison revealed that accurate simulated data are 
beneficial for developing a real-world FD solution. 
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1 Introduction 

A fall event describes an uncontrollable movement of a person’s body position. 
Falls may cause physiological health problems such as bruises, head trauma, hip 
fractures, disability, death; and psychological health problems like social isolation 
and negative economic outcomes [1]. Because of these, detection methods of fall 
events have attracted remarkable attention from researchers in the field. 

Fall detection (FD) research comprises the distinction of daily activities from 
falling. The FD is achieved by collecting and processing data coming from various 
sources with the incorporation of thresholding, traditional machine learning, or deep 
learning tools. In the literature, two types of detection approaches are used, i.e., 
wearable-based and environment-based methods. The former approach relies on 
utilising sensors for acceleration, pressure, direction, magnetic field, and heart rate. 
It provides several advantages of cost, usability, and better privacy that can make FD 
systems broadly preferable. In the latter approach, devices such as standard cameras, 
infrared cameras, Kinect, motion, radar, and vibration sensors are used [1–6]. 

In wearable-based approaches, most studies use data that are collected from simu-
lated actions to develop and validate FD methods. To generate simulated data, a group 
of subjects performs predetermined activities of daily living (ADL) and fall actions. 
SisFall [7], ASLH [8], UMAFall [9] are examples of publicly available fall datasets. 
However, some existing studies have shown that the performance of FD methods 
degrades when tested on real-world falls [10–14]. These studies claimed that simu-
lated falls do not entirely represent real-world falls. The reason for this may be that 
it is not easy to simulate an involuntary and sudden action such as a fall. In addi-
tion, several predetermined fall types are performed to build up simulated fall data. 
However, real-world falls can be in many different forms. 

Nevertheless, since obtaining real-world fall data is a difficult process, the useful-
ness of an accurate and comprehensive simulated fall dataset to develop a real-life 
FD solution should be further investigated. The term accurate refers to a fall that 
accurately mimics a real-world fall. 

In this study, a comprehensive simulated dataset called FallAllD [15] and a real-
world fall dataset [13] have been utilised to develop and test FD solutions. FD methods 
were developed and tested on both datasets and comparisons between the real-world 
data and the simulated data were conducted. Results show that the accurate simulated 
data are useful for developing a real-world FD solution. This reduces the need to 
generate real-world fall data. 

The main contributions of the work can be summarised as follows: 

1. Providing a comparison between the real-world fall dataset and the accurate 
simulated fall dataset. 

2. Measuring the effectiveness of the simulated dataset to develop a real-world FD 
solution. 

The rest of this paper is organised as follows: Sect. 2 explains the datasets, pre-
processing of data, and machine learning method. Section 3 presents experimental
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procedures and results. Section 4 discusses the results. Section 5 summarises the 
work and proposes some future works. 

2 Material and Method 

The efficacy of simulated data to obtain a real-world FD solution is studied in this 
section. The pattern recognition steps and experiments carried out are described. 

2.1 Datasets 

Two different datasets were used for the experiment. The first one is FallAllD, which 
includes simulated fall and ADL data. The dataset contains 20 s signals obtained by 
the waist, neck, and wrist-worn accelerometer, gyroscope, barometer, and magne-
tometer over 15 individuals. It includes 35 types of falls and 44 types of ADL. 
FallAllD has covered all possible types of falls, such as lateral fall and rotation while 
falling. The ADL data includes periodic usual movements such as walking and tran-
sient actions such as jumping, squatting, and lying on a bed. This makes FallAllD a 
generic dataset that covers almost all daily actions. Thus, it is an excellent candidate 
to check if simulated falls can be used to develop a real-world FD solution. 

The second dataset represents real-world fall and ADL data obtained from people 
with MS. The dataset contains fall and ADL signals from 25 individuals. The signals 
were obtained from a waist-worn accelerometer device during daily life activities. 
The individuals were tracked for eight weeks, and 54 real-world falls have been 
recognised from only 12 individuals out of the 25 ones [13]. However, there is no 
given information about types of falls and ADL in the abovementioned dataset. 

2.2 Data Pre-processing and Future Extraction 

3D-Accelerometer signals from waist-worn devices, which are frequently preferred 
for FD detection and included in both datasets, were used in the experiments. 6 s 
signal windows where falls occurred in the middle of them were obtained for both 
datasets. Figure 1 shows simulated and real-world fall signals.

Gravitational acceleration signal components were filtered by a 0.3 Hz high-
pass filter. The frequently preferred features of FD were calculated for each axis 
[16]. The feature vector contained mean, median, range, standard deviation, median 
absolute deviation, skewness, kurtosis, and spectral power in 0–5, 5–10, 10–15, 
15–20, 20–25 Hz bands.
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Fig. 1 Acceleration signals of a simulated and b real-world falls

2.3 Machine Learning Model 

Artificial intelligence tools, such as deep neural networks (DNNs) and support vector 
machines (SVMs), have been widely utilised to perform FD solutions. Due to the 
significant detection capabilities of SVMs for small sizes of datasets [17, 18], SVM 
has been considered in this work. In the MATLAB software, the fitcsvm function 
was utilised to implement the SVM tool and the Gaussian kernel function was used. 
The kernel scale was determined empirically to give the optimal FD performance. To 
evaluate the model performance, sensitivity, specificity, and accuracy measurements 
were used. 

Sensi ti  vi t y  = True  posi ti  ve 

T rue  posi ti  ve + False  negati  ve (1) 

Sensitivity refers to the FD capacity of the method. 

Speci  f  i ci t y  = True  negative 

T rue  negative + False  posi ti  ve (2) 

Specificity measurement refers to minimising false fall alarms in the performance 
of the FD solution.
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Fig. 2 a Results of the first experiment: sensitivity 95.3%, specificity 92.5%, accuracy: 93.9%. 
b Results of the second experiment: sensitivity: 81.6%, specificity: 94.9%, accuracy: 88.3%. 
c Results of the third experiment: sensitivity: 83.3%, specificity: 93.9%, accuracy: 88.6% 

Balanced Accuracy = Speci  f  i ci t y  + Sensi ti  vi t y  
2 

(3) 

3 Experimental Procedures and Results 

Three experiments were conducted to examine the possibility of developing a real-
world fall detection solution using a comprehensive simulated fall dataset. In the 
first experiment, this dataset was divided into training and testing sections, which 
were then input into SVM for model evaluation. In the second experiment, SVM was 
trained using the simulated fall dataset and then tested on a real-world fall dataset. 
In the final experiment, the real-world fall dataset itself was split into training and 
testing parts, which were used to train and test an SVM model. We have considered 
the second experiment (training using simulated, testing using real-world datasets) 
to measure the effectiveness of the simulated dataset for developing a real-world FD 
solution. 

The test results in Fig. 2 have shown that the models trained by the simulated 
dataset yielded similar FD performance on the real-world fall dataset. 

4 Discussion 

The experiments conducted with simulated and real-world fall datasets demonstrate 
remarkable results. Table 1 summarises the results of the experiments.

Existing methods in the literature showed that the FD performance of a model 
developed on simulated data is degraded when evaluated on real-world falls. When 
experiments 1 and 2 are compared, similar results are encountered. Contrarily, we 
assert that these results are insufficient to determine that simulated data is inadequate
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Table 1 Results of all 
experiments

Sensitivity (%) Specificity (%) Accuracy (%) 

Experiment 1 95.3 92.5 93.9 

Experiment 2 81.6 94.9 88.3 

Experiment 3 83.3 93.9 88.6

for developing real-world FD solutions. This is because the outcomes of experiments 
2 and 3 demonstrate that the model trained with the simulated fall dataset and the 
model trained with the real-world fall dataset exhibit the same performance when 
tested with real-world falls. In addition, when the results were examined, the same 
level of specificity was obtained in all models. However, sensitivity decreased in 
real-world fall tests. This shows that simulated falls can be more easily distinguished 
from real-world falls. 

Based on the experiments, simulated datasets could be helpful in the develop-
ment of real-world FD solutions. Also, we recommend that data acquisition from an 
accurate simulation of falls is inevitable. Fall simulation environments should be as 
identical as possible to real-life conditions. Conducted simulations should consider 
pre-fall ADL activities and locations where real-world falls often occur. 

5 Conclusion and Future Work 

This study explored the effectiveness of simulated data for generating a real-world FD 
solution. Our experiments were conducted under comprehensive, accurate simulated, 
and real-world datasets. The experiments demonstrated that accurate simulated data 
are beneficial for developing a real-world FD solution. 

In future work, we envisioned that solid features for better representing the differ-
ence between ADL and fall are demanded. Moreover, new classes, such as near-fall, 
can be developed to evaluate current methods’ performance better. 
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Abstract The Automatic Emergency Braking (AEB) system is a mechanism that 
enables drivers to leverage the capabilities of their vehicles by warning them of 
potential collisions and assisting them in averting them. Autonomous Emergency 
Steering (AES) is one of the active safety systems that can assist with evasive 
steering. It will make it simpler for the driver to avoid an accident that could have 
been prevented. Concerns include the distance necessary to prevent a collision when 
turning or reversing and the required space when braking and turning. Given such 
inquiries, developing a system to estimate the distance between the vehicles is neces-
sary. Consequently, this study suggested utilizing deep learning for AEB and AES to 
estimate the distance between vehicles using a monocular vision sensor. In addition, 
the object distance estimation method is employed as a distance estimation method. 
Experiments are conducted to determine the precision of the proposed method for 
estimating the distance between the target vehicle and the camera using LiDAR 
distances. The result indicates that the proposed method for estimating distance has 
an accuracy of 92% compared to LiDAR distance. As a result, the findings of this 
research have the potential to contribute to the methodological foundation for further 
understanding drivers’ behavior, with the ultimate objective of lowering the number 
of accidents involving rear-end crashes.

S. N. A. Halimi · M. A. A. Rahman (B) · M. H. M. Ariff 
Malaysia Japan International Institute of Technology, Universiti Teknologi Malaysia, Kuala 
Lumpur, Malaysia 
e-mail: azizi.kl@utm.my 

Y. H. Yeu 
Emoovit Technology Sdn Bhd, Persiaran APEC, Cyberjaya, Selangor, Malaysia 

N. A. Izni 
Centre of Foundation Studies, Universiti Teknologi MARA, Cawangan Selangor Kampus, 
Dengkil, Selangor, Malaysia 

M. A. Abas 
Faculty of Mechanical Engineering, Universiti Teknologi Malaysia, Johor Bahru, Johor, Malaysia 

S. Z. P. S. Yusoff 
Techcapital Resources Sdn Bhd, UPM-MTDC, Serdang, Selangor, Malaysia 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
N. S. Ahmad et al. (eds.), Proceedings of the 12th International Conference on 
Robotics, Vision, Signal Processing and Power Applications, Lecture Notes in Electrical 
Engineering 1123, https://doi.org/10.1007/978-981-99-9005-4_73 

581

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9005-4_73&domain=pdf
mailto:azizi.kl@utm.my
https://doi.org/10.1007/978-981-99-9005-4_73


582 S. N. A. Halimi et al.

Keywords Distance estimation · Deep learning · Artificial intelligence ·
Autonomous braking · Autonomous steering 

1 Introduction 

When an obstruction appears out of nowhere in front of the car, the driver is forced to 
make many split-second decisions and selections. However, a driver may be unable 
to react quickly enough to avoid the risk when an accident is about to occur. In 
this scenario, the Autonomous Emergency Braking (AEB) system can apply the 
emergency brakes automatically if they are activated. Moreover, the Autonomous 
Emergency Steering (AES) system will activate its emergency steering if it deter-
mines that a collision cannot be avoided based on the time-to-collision measurement. 
It will cause the vehicle to swerve to the left or right to avoid the collision. 

The Automatic Emergency Braking (AEB) [1] system is a mechanism that enables 
drivers to maximize their vehicles’ capabilities by alerting them to potential collisions 
and assisting them in avoiding them. Autonomous Emergency Steering (AES) [2] 
is one of the active safety systems that can aid in evasive steering. In contrast to 
AEB, if a potential collision is detected, the AES system automatically adjusts the 
steering to prevent a crash. With this aid, the driver will have an easier time avoiding 
an accident that could have been avoided. Concerns include the distance necessary to 
prevent a collision when turning or reversing and the required space when braking and 
turning. Given such inquiries, developing a system to estimate the distance between 
the vehicles is necessary. 

Two methods that are currently available use deep learning for determining 
distance. The first approach is object distance estimation which calculates the distance 
to an object based on the object’s size. Meanwhile, the term “depth estimation” refers 
to the second technique, which relies on a depth map as its source of ground truth. 
Alternately, deep learning-based depth estimation methods analyze the depth of the 
whole image but need to estimate the distance between cars precisely. DepthNet [3], 
DenseDepth [4], and MonoDepth [4, 5] are examples of depth estimation methods. 
These approaches have a risk of generalization, which become problematic if the 
driving situations observed on video during training and testing are different. In addi-
tion, using depth estimation methods in combination with object detection, especially 
with deep neural networks (DNNs) in real-world applications like autonomous vehi-
cles, would not be possible. The approaches for estimating depth estimation based 
on deep learning need a lot of CPU power and processing. 

Object distance estimation is another vision-based approach for measuring 
distance. This approach extracts the input characteristics from the bounding box 
of the identified object retrieved from the camera [6]. For instance, DistNet [7] was  
a recent attempt to construct a network for distance estimation. The authors used a 
CNN-based model (YOLO) for bounding box prediction rather than learning image 
features for distance estimation. The ANN is the most complicated and has the highest 
variance since it generates a nonlinear mapping between each detection parameter
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and predicted output. Besides that, finding the correct configuration and architecture 
for ANN is the most challenging aspect of ANN. However, since deep learning-based 
depth prediction methods are computationally expensive, and using them with object 
detection in real-time applications may be challenging, this research proposed using 
Deep ANN as a distance estimation algorithm. Meanwhile, SSD with MobileNet 
architecture is used for object detection in the proposed Distance Estimation method. 

The following outlines this paper’s format: Sect. 2 explains the experimental 
conditions for data collecting and provides information on the proposed method. 
The outcomes of the experiments were analyzed more thoroughly in Sect. 3. Finally, 
Sect. 4 summarizes this study’s findings and suggests further research. 

2 Data Collection 

This research presents a technique for measuring the distance between vehicles pred-
icated on monocular vision and uses an approach based on deep learning. The vision 
sensor was chosen to use in this study because it is capable of high-level processing 
when paired with software. In addition, compared to stereo vision, monocular vision 
utilized for estimating distances provides advantages such as lower cost, greater ease 
of use, and faster processing speed. Using a vision sensor allows for object segmenta-
tion and the detecting of desired objects. Since methods for depth prediction based on 
deep learning require a significant amount of computing, and it can become difficult 
to apply these methods together with object detection in real-time applications, this 
study proposed using the object distance estimation method as a distance estimation 
method. Figure 1 shows the framework that consists of Deep ANN as a distance esti-
mation algorithm. Meanwhile, SSD with MobileNet architecture is used for object 
detection in the Monocular Vision Distance Estimation method.

The KITTI dataset is by the most popular choice in mobile vehicles and 
autonomous transportation usage. The KITTI dataset’s raw data for distance esti-
mation includes the test images, train images and train annotations. The train anno-
tations files include roughly 51,000 pieces of data. However, the KITTI dataset has 
just about 7000 pictures. The KITTI dataset has nine different Classes. The dataset is 
split into train and test using just the class ‘Car’ so that the focus may remain on the 
rear-end accident that occurred between two vehicles. More specifically, the dataset 
contains 70% of the train and 30% of the test data. 

The modified KITTI dataset is trained and evaluated using this study’s proposed 
Deep ANN distance estimation algorithms. The proposed method’s input variables 
are Xmin, Ymin, Xmax, and Ymax, corresponding to the minimum and maximum 
object coordinate values from the bounding box data. This study’s output variable 
generated by the Deep ANN architecture is the distance from the camera (Zloc). The 
Hidden Layers are the neuronal layers positioned between the input and output layers. 
Hidden Layers permit a neural network’s function to be subdivided into distinct 
data processing. To prevent undertraining, each Hidden Layer is composed of eight 
neurons.
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Fig. 1 A framework of monocular vision distance estimation method

This study used the LiDAR distances as the gold standard for determining whether 
or not the suggested approach was accurate. Cyberjaya, Malaysia, is the experiment’s 
location to collect the LiDAR distance data. Before gathering data, the camera and 
LiDAR must first be set up at the host vehicle, as illustrated in Fig. 2. Then, the host 
vehicle was driven around Cyberjaya to collect data. The data obtained includes an 
image of the target vehicle and the LiDAR distance. The picture of the target vehicle 
was obtained through the accessibility of a single camera positioned on the host 
vehicle. Following that, the photos were preprocessed using the proposed Distance 
Estimation method. Using SSD in conjunction with MobileNet architecture, the 
bounding box of the target vehicle was determined. After that, Deep ANN was used 
to estimate the distance between the camera and the target vehicle by utilizing the 
bounding box data obtained from the object detection. The outcome of the proposed 
method was compared with the LiDAR distance.

3 Results and Discussion 

An image of the target vehicle is taken using a camera installed on the host vehicle, and 
the proposed method for estimating distance is applied to the photos taken. Figure 3 
illustrates an example of the outcome of the proposed Distance Estimation method. 
The left image corresponds to a Car Type A, whereas the right image corresponds to 
a Car Type B at a LiDAR distance of 5 m. The yellow text in the figure indicates the 
distance estimation value the proposed method provides, while the red box contains 
information about detecting vehicles. Due to the importance of time in real-time 
applications, the proposed method only detects one car at a time.
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Fig. 2 The position of the camera and LiDAR at the host vehicle

Fig. 3 The example of the collected data 

In Fig. 4, the graph shows the relationship between the proposed Distance Esti-
mation and the LiDAR distance. The distance from the proposed method is similar 
to the LiDAR distance in the 1–10 m range. On the other hand, the proposed method 
distance has an absolute error distance of ± 7 m compared with LiDAR distance 
between the range of 11–20 m. The image’s illumination exposure could be one of 
the factors contributing to the difference error obtained in the final analysis.

The outcome demonstrates that the performance of the proposed method can even-
tually replace LiDAR for determining the distance between vehicles. The proposed 
method yields excellent results and can accurately estimate distance. If the proposed 
method inaccurately estimates the distance, it will negatively impact the effective-
ness of the AEB and AES in the vehicle’s system. Consequently, vehicle collisions 
are possible. The result also demonstrates that the proposed method for distance 
estimation has an accuracy of 92% compared with LiDAR distance. Nevertheless, 
the distance error for all types of cars is acceptable. An acceptable distance error of 
a few meters or less is usual for self-driving vehicles traveling at highway speeds. It 
allows the vehicle to avoid accidents with other vehicles or obstacles safely.
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Fig. 4 The relationship between proposed distance estimation and LiDAR distance

4 Conclusion 

This study presented a Monocular Vision Distance Estimation method employing 
SSD with MobileNet architecture for object detection and Deep ANN for distance 
estimation. This study utilizes a vision sensor instead of a radar system because it 
can have high-level processing when coupled with software. Using a vision sensor 
enables the segmentation of objects and the detection of desired objects. The exper-
iment is then conducted to evaluate the accuracy of the proposed method for esti-
mating the distance between the target vehicle and the camera with LiDAR. An 
image of the target vehicle is taken using a camera installed on the host vehicle, 
and the proposed method for estimating distance is applied to the photos taken. The 
result indicates that the proposed method for estimating distance has an accuracy of 
92% compared to LiDAR distance. As a result, the findings of this research have the 
potential to contribute to the methodological foundation for further understanding 
drivers’ behavior, with the ultimate objective of lowering the number of accidents 
involving rear-end crashes. 
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Wood Defect Inspection on Dead Knots 
and Pinholes Using YOLOv5x Algorithm 
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Abstract Accurate detection of wood defects is crucial for ensuring the quality and 
reliability of wood pieces in various industries such as construction and furniture 
production. Some challenging defects such as dead knots and pinholes vary in size 
and shape, complex textures, and the presence of wood grains makes the inspection 
process more complex. Thus, this paper evaluates the performance of the YOLOv5x 
algorithm in detecting and localizing wood defects, especially dead knots, and 
pinholes. Using an augmented custom dataset and trained with transfer learning from 
a pre-trained model with COCO dataset, the algorithm achieves outstanding results. 
With a precision score of 96.5%, a recall score of 91.8%, and a mAP@0.5 score 
of 95.5%, it indicates highly accurate defect detection and localization. However, 
the model’s performance slightly dropped when considering mAP@0.5–0.95 which 
scored 66.1%, indicating challenges in detecting defects with higher IoU thresholds. 
Visual examples demonstrated the algorithm’s capabilities as well as instances of 
incorrect detections and failed detections. The findings of this study can contribute 
to the field of wood inspection systems and highlight areas for further improvement 
in defect detection algorithms. 
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1 Introduction 

Wood may contain defects such as cracks, knots, wood grading, holes, resin pockets, 
and more [1]. These defects can result from the wood’s natural growth, environmental 
factors, or the industries’ pre-processing methods. They can reduce the strength and 
durability of wood, leading to potential safety issues in various industries such as 
the collapse of buildings or injuries caused by broken wood furniture. Thus, wood 
quality control is critical to ensure that wood products meet the required standards 
and specifications. Early detection of wood defects has become an important area of 
research today due to the significant impact of defects on wood quality. 

Wood defect inspection has been an active area of research, employing various 
techniques including image processing methods, and machine learning techniques 
such as Decision Trees, Random Forests, Support Vector Machines (SVM) [2], Arti-
ficial Neural Networks (ANN) [3], K-Means Clustering [4], and more. However, 
these methods have limitations, including poor accuracy, human intervention, and 
sensitivity to lighting and environmental conditions. 

Recent advancements in deep learning have shown great promise in terms of 
accuracy and performance on defect detection. In [5], a Deep Convolutional Neural 
Network (DCNN) with 16 trainable layers is used to train on the augmented wood 
images consisting of knots, cracks, and mildew stains. Dropout and regularization 
methods are applied during training, the Xavier initialization is used to initialize 
the model’s weight. In [6], Mask R-CNN is used with a glance network to detect 
and classify the defects of wood veneer. In the combined network, Mask R-CNN 
provides the rectangular region proposals, deriving more complex feature maps on 
the features extracted from the glance network. In [7], a pre-trained ResNet model 
with 18 layers is used in wood knot detections by applying the transfer learning 
method. Although these algorithms offer high accuracy and performance in defect 
detection, the complexity of their architecture makes training and inference slower, 
requiring more computational resources. 

To achieve a good balance between accuracy and speed, making a good wood 
defect inspection system with limited computational resources, a wood defect inspec-
tion system is proposed by utilizing the YOLOv5x algorithm. YOLO (You Only Look 
Once) is a state-of-the-art object detection algorithm with high accuracy, lightweight, 
real-time performance, and the ability to handle complex object detection tasks. By 
using its strength, this paper extends the existing research on wood defect detec-
tion by focusing specifically on detecting dead knots and pinholes. Inspecting both 
defects can be challenging due to the great variation in size and shape, from small 
pin-sized holes to large irregular knots. The rough and uneven wood surface texture, 
including the complexity of the wood grain, further complicates the inspection. 

Therefore, a novel approach to wood defect inspection on dead knots and pinholes 
by utilizing YOLOv5x algorithms is proposed. Besides, this paper contributes a 
custom dataset that consists of various dead knots and pinholes images that capture 
the complexity and variability, augmented by using various augmentation methods.
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Additionally, transfer learning is employed during model training to allow faster 
convergence and improve generalization performance. Furthermore, an evaluation 
of the proposed system is provided by the metrics such as precision, recall, and mean 
Average Precision (mAP). The inference of the model to new unseen data will be 
analyzed. The content of this paper is as follows: Sect. 2 explains the fundamental 
principles of the YOLOv5x algorithm; Sect. 3 illustrates the method used in the 
model training and validation; Sect. 4 provides the analysis of the results of the 
trained model and its performance. Finally, Sect. 5 gives the conclusion of the paper 
and future improvements. 

2 Fundamental Principles of the YOLOv5x Algorithm 

To address the challenge of detecting defects with various shapes and sizes, YOLOv5 
uses anchor boxes, also known as prior boxes. Anchor boxes are the predefined 
bounding box templates of different scales and aspect ratios. They serve as reference 
templates for detecting objects of various sizes. These anchor boxes are present in 
different detection layers at varying scales. The layers closer to the input layer tend to 
capture the spatial information of larger objects, while the deeper layers have smaller 
receptive fields, enabling them to capture the information of smaller objects. 

Figure 1 depicts the working principle of the YOLOv5x algorithm which involves 
dividing an image into grid cells, where each grid cell is responsible for detecting 
objects within it. During the training process, the algorithm generates predicted 
bounding boxes based on the anchor box templates and further refines these 
predictions. 

In the figure, an object is presented in grid 1, bounded by a predicted bounding 
box generated by YOLOv5x as (bx, by, bw, bh). To evaluate the alignment between

Fig. 1 An image with 3 × 3 grids  
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the predicted bounding box and the object, the Intersection over Union (IoU) is 
calculated using the following equation: 

IoU = Area o f I ntersection 

Sum  o f  Area  o f  Predicted  Bounding  Box  & Ground T ruth Bounding Box 
(1) 

Based on the IoU calculation, YOLOv5 selects the predicted bounding box 
with the highest IoU and assigned it as a positive detection. Moreover, YOLOv5 
predicts the objectness score and class probabilities of predefined object classes that 
contributed to the confidence score of the detected object, denoted as Pc, which 
represents the overall confidence in the presence of an object and its prediction 
accuracy. 

During the training process, multiple bounding boxes may be generated for an 
object, as shown in Grid 9. The detection layer applies the non-maximum suppression 
(NMS) technique to select the most confident and non-overlapping bounding box 
at the final object detection. The YOLOv5x algorithm’s unique architecture which 
utilizes anchor boxes and features fusion efficiently, makes it well-suited for defect 
detection tasks. 

3 Proposed Methodology 

A methodology is proposed to enable faster training and better performance in the 
detection of dead knots and pinholes, which incorporates transfer learning. Firstly, 
a pre-trained model with COCO dataset, the YOLOv5x model, has been chosen. 
Using the initial weights of the pre-trained model as starting point, the model is 
further modified by replacing the classifier to match the number of classes (nc = 2). 
A custom wood dataset that consists of 891 dead knots and 1081 pinholes is used. 
The dataset is applied with data augmentation techniques to enhance data quality 
and variability, including image resizing, flipping, and rotation with clockwise and 
anticlockwise directions. Figure 2 shows the annotated dead knots and pinholes in 
the dataset. 

To generalizes better and robust to new unseen data, augmentation techniques 
used during training are applied to the samples on the fly during the training process, 
including Hue, Saturation, Value (HSV) color space, rotation, translation, scaling,

Fig. 2 Samples of the annotated dataset with dead knots and pinholes 
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flipping and mosaic augmentation. The augmented dataset is split into training, vali-
dation, and testing sets with a ratio of 6:3:1. The modified model is trained using 
the augmented data and optimized hyperparameters with input size 640, 300 epochs, 
batch size with 2, Stochastic Gradient Descent (SGD) as the optimizer and IoU 
threshold with 0.20. During training, the model’s performance on the validation 
sets is monitored and adjustments are made to prevent overfitting. Once trained, the 
model’s performance is evaluated on the validation dataset using metrics such as 
precision, recall, and mAP to assess its effectiveness in detecting defects. Finally, 
the trained model is applied to unseen images for inference, providing defect clas-
sification and localization for quality control and defect analysis in wood inspection 
systems. 

4 Result and Discussion 

To measure the performance of the trained YOLOv5x algorithm, the evaluation was 
conducted on the validation dataset. Table 1 presents the evaluation results. Firstly, 
considering all classes, the model achieved a precision of 0.965, indicating that 96.5% 
of the predicted defects were correct. The recall score of 0.918 suggests that the 
model identified 91.8% of the actual defects presented in the dataset. Additionally, 
mAP@0.5 is 0.955, indicating high accuracy in detecting and localizing defects. 
However, the mAP@0.5–0.95 is 0.661, suggesting that the model may have difficulty 
in accurately detecting defects with higher IoU thresholds, which could lead to some 
false negatives. 

Figure 3 dictates the ability of the trained YOLOv5x model in detecting dead knots 
and pinholes in the new unseen wood images. Figure 3a, b shows that the trained 
model successfully detects the dead knots and pinholes in the wood samples. The 
bounding boxes tightly bound the identified defects and were able to distinguish the 
small defects from the surrounding wood grain. However, the model still occasionally 
makes incorrect detections as shown in Fig. 3c, where the model identifies a non-
defective area as the dead knots. These false positives can occur due to lighting 
problems and complex backgrounds. Furthermore, Fig. 3d depicts the samples with 
failed detections, in which the model failed to detect a dead knot presented in the 
wood samples. This false negative indicates that the model may be challenging in 
detecting some defects due to their variation in sizes and orientation.

Table 1 Evaluation metrics of trained YOLOv5x 

Class Precision Recall mAP@0.5 mAP@0.5–0.95 

All 0.965 0.918 0.955 0.661 

Dead knots 0.959 0.984 0.938 0.683 

Pinholes 0.971 0.932 0.972 0.639 
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Fig. 3 Result of detection with a dead knot, b pinhole, c wrong detection, and d fail detection 

Therefore, it is important to reduce the false negatives and false positives caused 
by the model. False negatives can result in compromised quality control in wood 
inspection systems, leading to financial losses or safety concerns. Additionally, false 
positives can result in unnecessary rejection and lead to a waste of resources and 
increase the time for manual inspection. However, the overall precision of the model 
is high (96.5%), indicating a low false positives rate. Therefore, further analysis and 
fine-tuning of the model are needed, including increasing the size of the dataset with 
more diverse samples, employing advanced data augmentation techniques, adjusting 
hyperparameters, and further training by using the trained model. 

5 Conclusion 

In conclusion, the trained YOLOv5x algorithm shows strong performance in 
detecting and localizing dead knots and pinholes with high scores of precision, recall, 
and mAP@0.5. However, it still faces the challenge of detecting the defects with 
higher IoU thresholds, leading to a lower score of mAP@0.5–0.95. The visual exam-
ples presented also highlight the capabilities and limitations of the trained model. 
To improve the model’s performance, it is important to address the false negatives
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and false positives by considering the dataset diversity, advanced data augmenta-
tion techniques, adjustments of hyperparameters, and further training with transfer 
learning to ensure higher quality control in the related fields. 
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