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Abstract. This paper discusses the data-driven regression modelling using first-
order linear ordinary differential equation (ODE). First, we consider a set of actual
data and calculate the numerical derivative. Then, a general equation for the first-
order linear ODE is introduced. There are two parameters, namely the regression
parameters, in the equation, and their value will be determined in regression mod-
elling. After this, a loss function is defined as the sum of squared errors to minimize
the differences between estimated and actual data. A set of necessary conditions
is derived, and the regression parameters are analytically determined. Based on
these optimal parameter estimates, the solution of the first-order linear ODE, which
matches the actual data trend, shall be obtained. Finally, two financial examples,
the sales volume of Proton cars and the housing index, are illustrated. Simulation
results show that an appropriate first-order ODE model for these examples can be
suggested. From our study, the practicality of using the first-order linear ODE for
regression modelling is significantly demonstrated.
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1. Introduction

A regression model shows the linear or nonlinear relationship between a response vari-
able and a sequence of explanatory variables [1, 2]. Regression analysis is a statistical
technique used to study the changes in predictive variables based on available explana-
tory variables. So, raw data from experimental practices and activities in business and
finance are mainly employed in forecasting and decision-making. Thus, applications of
regression modelling have been widely investigated, for example, in healthcare [3], pro-
duction [4] and finance [5]. In regression modelling, a mathematical model is constructed
by observing the trend of the response variable. Most of these models are algebraic func-
tions, including exponential, polynomial, and rational functions [6], but their derivative
functions are not included. Using these functions to study the relationship and changes
in the predictive variable concerning explanatory variables is straightforward. However,
the input-output relationship involving estimating parameters in an algebraic function is
a challenging part of regression.
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The difficulty of regression modelling increases when using an ordinary differential
equation (ODE) to construct an appropriate mathematical model for actual data. This is
true since solving ODEs requires an efficient numerical solver for approximating the ex-
act solution. Regression modelling with differential equations is not a new insight, and it
can be backdated to the final report [7] in 1976 on regression with differential equation
models. Since machine learning has been actively developed recently, using differential
equations as a regression model meets machine learning’s goal in learning. In the current
works, Michele [8] established ODE models from a nonlinear regression in a polynomial
form using raw data from biological systems. Khoo et al. [9] applied the neural ODEs
to study the regression of macroeconomic data for the Green Solow model. In addition,
Garcia [10] studied the continuous time model of dynamical systems as solutions of dif-
ferential equations from non-uniformly sampled or noisy observation through machine
learning techniques. Quentin et al. [11] proposed a method for parameter estimation
in nonlinear mixed effects models based on ODEs, aiming to regularize the estimation
problem.

In our study, a first-order linear ODE used in regression modelling is explored. The
novelty of our work is to propose an efficient computational algorithm for fitting actual
data using a first-order linear ODE [12], in turn, to give an appropriate ODE model for
actual data. For this purpose, the numerical derivative of actual data is calculated and
stored for parameter estimation. A loss function is defined to minimize the differences
between the estimates and actual data. By deriving the necessary conditions [13, 14],
the regression parameters are analytically determined. With these optimal parameter es-
timates, the first-order linear ODE model for the actual data is formulated and the analyt-
ical solution of the ODE model [15] shall match the trend of actual data. For illustration,
the actual data for the sales volume of Proton cars in Malaysia and Malaysia’s housing
index [16, 17] are studied. Simulation results show the effectiveness of using a first-order
linear ODE model for regression modelling.

The paper is organized as follows. In Section 2, a regression problem that involves
a first-order linear ODE is described. In Section 3, the methodology of the estimation of
parameters and finding the solution of the linear ODE are discussed. In Section 4, two
illustrations of financial data for data-driven regression modelling are provided. Finally,
a concluding remark is made.

2. Problem Description
Consider a set of actual data, given by
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for time t;,i = 1,2, ---,n, where n is the number of data points, and the derivative of data
is expressed by
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Define a loss function [6]
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with a first-order linear ODE [12]

dy

— =o+py, 4
o By )
where o and 8 are the unknown parameters, and y is the solution set point for the first-
order linear ODE in Eq. (4). Therefore, this problem is referred to as a regression problem
with a first-order linear ODE, and the parameters & and 3 are known as the regression
parameters to be determined later.

3. Solution Method

Now, consider the gradients of the loss function in Eq. (3) [14],
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Setting these gradients to zero and doing some algebraic manipulations to gain
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Substitute & and 3 into Eq. (4), we have

dy . 4
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Notice that the analytical solution [12] for Eq. (9) is presented by

9(t) = y(1)eB-0 = X1 = B, (10)

fort > 7, where J is the estimated point to the actual data point in Eq. (1). Thus, Eq. (10)

represents the regression model for the actual data in Eq. (1), which closely tracks the
actual data trend.

4. Simulation Examples

For illustration, we consider two sets of actual data, which are sales volume of Proton cars
in Malaysia and Malaysia’s housing index [16, 17]. The first-order linear ODE model for
these actual data is constructed using the computational method discussed in Section 3.
The GNU Octave scientific computing tool is applied to obtain simulation results.
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Table 1. Sales volume of Proton cars in Malaysia from 2013 to 2022 (in 1,000 units).

Year 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022
Vol. 138.75 11578 102.18 72.29 70.99 64.74 100.18 10852 11471 141.43

4.1. Sales Volume of Proton Cars in Malaysia

Consider the actual data for sales volume of Proton cars in Malaysia from 2013 to 2022
(in 1,000 units) as presented in Table 1 [16]. From the simulation results, the first-order
linear ODE model for the sales volume of Proton cars is

d
d% =252,702.6501 — 2.431y. an

The solution for this linear ODE model in Eq. (11) is

252,702.6501
2.431

Figure 1 shows the sales volume and the solution of the first-order linear ODE
model. Their values are apparently different before using the regression procedure. The
blue line with asterisks (*) is the actual data curve, and the red is the solution curve for
the first-order linear ODE model, which is labeled as the estimate curve. Figure 1 (b)
demonstrates a satisfactory curve-fitting result, where the estimated solution follows the
actual data trend. The model has a MSE value of 1.2738 x 10'° and the output solu-
tion gives a MSE value of 1.4917 x 10”. These MSE values are large because the sales
volume of Proton cars are in the large amount.
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(a) Before regression procedure. (b) After regression procedure.

Figure 1. Estimated and actual data for sales volume of Proton cars.

4.2. Malaysia Housing Index

Consider the Malaysia’s housing index from 2021 Quarter 1 (Q1) to 2023 Quarter 3 (Q3)
as given in Table 2 [17]. Simulation results show that the first-order linear ODE model
for the Malaysia’s housing index is
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Table 2. Malaysia housing index from 2021 to 2023.

Year 2021 2022 2023
Quarter QI Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2
Index 201.1 2025 2020 2050 2059 207.8 2124 213.0 2158 2123

dy

o =314.012 — 1.463y, (13)
and the solution for the model is
314.012
)’)\(Z‘) :y(T)efl.463(t7’L') + (1 o 671.463(t71)). (14)

1.463

Figure 2 shows the actual data and estimated solution before and after using the
regression procedure. The blue line with asterisks (*) is the actual data curve, and the
red is the exponential curve for the estimated solution. Figure 2(b) shows the regression
result for the linear ODE model used in fitting the actual data curve, where the estimated
solutions provide a best-fit outcome to track the actual data trend. The MSE for the linear
ODE model is 153.62, and the MSE for the output model is 0.6089.
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Figure 2. Estimated and actual data for housing index.

5. Concluding Remark

Applying the regression procedure in the first-order linear ODE to fit the actual data
points was discussed in this paper. The aim is to propose an appropriate first-order linear
ODE model for the actual data. By minimizing the differences between the derivative
of the actual data and the linear ODE model, parameters in the linear ODE model are
optimally estimated. Hence, solving the linear ODE model with these optimal parameter
estimates can give a best-fit model to the actual data points. For illustration, the sales
volume of Proton cars and Malaysia’s housing index were studied. Simulation results
showed the accuracy and effectiveness of the computational algorithm for regression
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purposes. In conclusion, using the first-order linear ODE in fitting the actual data points is
verified and provides a new idea for curve fitting. For future research, it is recommended
to apply the nonlinear ODE model for handling the regression problem, which will point
out the new insight to the regression community.
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