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ABSTRACT

Automatic fish feeding system is an electronic device that is designed to distribute fish

pellets at particular time with maximum speed regulation. There are three (3) main

parts in the system which are storage, dispenser and distribution parts. A problem has

been reported that the distribution part was not performed at the required speed. The

main objective of this study is to improve the performance of fish feeding system by

using PID controller through ARX modelling. In this study, raw data at distribution

part with speed of 130 rpm, 160 rpm, 190 rpm, 220 rpm and 250 rpm were extracted

and used to determine ARX equation parameters as transfer function by using PSO

algorithm to optimize ARX model parameter. Validation tests used was residual

analysis. The best transfer function was then used as a modelling plant in the

simulation process with PID controller to determine the optimum PID parameters.

Finally, implementation of a PID controller into real time system was done to verify

whether this system improved or not. The PSO analysis showed that the best ARX

model was at 190 rpm speed because of well superimposed predicted model with the

actual system. The lowest normalized output MSE value is 0.0042015 , the lowest

convergence output error value is 0.0040886, the stable pole zero map and correlation

test verify the accuracy of the model reaching a 95% confidence level. ARX model

parameters obtained using the PSO algorithm are two inputs ( , ) and two outputs( , ). The input parameter obtained is (− 0.3391, − 0.4329) while the output

parameter is	(− 0.06498, − 0.08334). The optimum PID parameter value obtained by

the auto tune method is = − 3.4854, = − 50.2207 and	 = 0.05815. In

conclusion, the PID controller successfully improved the performance of the fish

feeding system with the highest percentage of speed change of 92.59%.
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ABSTRAK

Sistem pemberi makanan ikan automatik adalah peranti elektronik yang direka untuk

mengagihkan makanan ikan pada masa tertentu dengan kelajuan yang maksimum.

Terdapat tiga (3) bahagian utama pada sistem tersebut iaitu bahagian simpanan,

dispenser dan pengagihan. Permasalahan telah dilaporkan bahawa bahagian

pengagihan didapati menjana kelajuan yang tidak mencapai kelajuan yang diinginkan.

Objektif utama kajian ini adalah untuk meningkatkan prestasi kelajuan mesin

menggunakan kawalan PID melalui pembinaan model ARX. Dalam kajian ini, data

mentah pada bahagian pengagihan pada kelajuan 130 rpm, 160 rpm, 190 rpm, 220 rpm

dan 250 rpm diekstrak dan digunakan untuk menentukan parameter persamaan ARX

sebagai rangkap pindah dengan menggunakan pendekatan PSO algorithma untuk

mengoptimumkan parameter ARX model. Ujian pengesahan yang digunakan adalah

analisis residual. Rangkap pindah yang terbaik digunakan sebagai pemodelan dalam

proses simulasi dengan kawalan PID untuk menentukan parameter PID yang terbaik.

Akhir sekali, mengaplikasikan pengawal PID ke dalam sistem masa nyata untuk

menguji sama ada sistem pemberi makan ikan meningkat atau tidak. Analisis PSO

menunjukkan model ARX yang terbaik adalah pada kelajuan 190 rpm kerana graf

keluaran pemodelan PSO yang diramalkan telah bertindih dengan tindakbalas sistem

sebenar dengan berkesan. Nilai keluaran normal MSE yang terendah iaitu 0.0042015,
nilai ralat keluaran penumpuan yang terendah iaitu 0.0040886, peta P-Z yang stabil

dan ujian kolerasi mengesahkan ketepatan model yang telah mencapai tahap keyakinan

95%. Parameter model ARX diperolehi menggunakan algoritma PSO adalah dua

masukkan ( , ), dan dua keluaran ( , ). Parameter masukkan yang diperolehi

adalah (− 0.3391, − 0.4329) manakala parameter keluaran adalah(− 0.06498, − 0.08334). Nilai parameter pengawal PID optimum yang diperolehi

oleh kaedah pelarasan automatik adalah = − 3.4854, = − 50.2207 and =0.05815. Kesimpulannya, pengawal PID berjaya meningkatkan prestasi sistem

pemberi makanan ikan dengan peratusan perubahan kelajuan adalah 92.59%.
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CHAPTER 1

INTRODUCTION

1.1 Project background

Aquaculture is one of the important food production sectors contributing to the

country’s economy. Asia is the largest aquaculture producer, contributing

approximately 91% of aquaculture production worldwide. At present, the Malaysian

aquaculture sector contributes about 13.2% of the total fish produced. Malaysia has

the potential to be the major fish producer in the aquaculture industry in Asia Pacific

if more local entrepreneurs venture into this aquaculture sector (Subasinghe, 2007;

Alongi, 2003). In Malaysia, the fishery sector has provided employment opportunities

to 89,453 fishermen and 21,507 fishermen. The consumption of fish in Malaysia was

expected to increase by 14% in 2010 and the country was able to produce 89% of the

fish supply for its own use (Yeoh, 2010).

In the growth of the fishery sector, the effectiveness of aquaculture

management is linked to fish production rates. It is important to ensure increased

quality of growth and the quantity of production of aquatic products. In ensuring the

growth and enlargement of fish, fish farmers need to ensure that fish food types and

frequency of fish food distribution are appropriate to the type of aquatic products. The

method of food distribution to each fish ponds or cages plays an important role in

maximizing profitability for aquaculture entrepreneurs. The proper way of distributing

food enables the growth and expansion of fish in the pond and cage. This is the

motivation of the study in improving effectiveness and stability of automatic fish

feeder systems. The development of this system is aimed to overcome problems that

arise in the operation of current feeder machines in the market which is ineffective and

has unstable power systems.

Based on innovation and technology today, several techniques have been

developed by researchers including direct and indirect system. A lot of ideas have

come out to make the fish feeding system more effective and powerful. In this project,
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controller system will be designed to improve the efficiency and stability of fish

feeding system.

1.2 Problems statement

Nowadays, robots or automated machines are widely used to assist manpower in most

industries. In aquaculture, technologies have been developed to increase the efficiency

of manpower such as in fish feeding machine. This machine is usually developed by

a combination of mechanical and electronics systems. The most important electronic

part in this system is Direct Current (DC) motor, used as an actuator to spread the fish

pellets into targeted area. Many researchers have developed an automatic fish feeding

system. Currently feeding machine was develop using microcontroller such as

Programmable Integrated Circuit (PIC), Arduino, Raspberry Pi and so on. However,

this system still uses on-off type of controller system or open loop system. An on-off

controller system simply drives the manipulated variable from fully ‘ON’ and fully

‘OFF’ depending on the position of the controlled variable relative to the set point.

This system shows a response that does not reach the desired target which undershoot

or overshoot response.

In order to solve this problem, it is proposed to conduct the experiments and

simulations on existing fish feeding machines to study the behaviour of the distribution

part system. Based on experimental data, an ARX model Particle Swarm Optimization

(PSO) technique is applied and the system is improved by applying the PID controller.

1.3 Research objective

The objectives of this research are as follows:

i. To model the behaviour of fish feeding machine by using System Identification

(SI) technique.

ii. To simulate ARX model with PID controller by optimizing the PID parameters.

iii. To validated experimentally Fish Feeder Machine performance.
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1.4 Scope of the study

The scopes of the project are divided into several parts including the simulation and

experimental testing:

i. Raw data extraction of voltage as an input and speed as an output from

experimental process in order to be used in modelling process using PSO

technique in MATLAB environment.

ii. Apply PSO algorithm to optimize the parameter of ARX model.

iii. Simulate PID controller by optimizing PID gains parameter using the auto tuner

method in Matlab/Simulink environment with 20 times of trials.

iv. Implement the PID controller through experimental processes on fish feeder

machine using Arduino board and Matlab/Simulink interface.

1.5 Thesis organisation

This thesis comprises of five chapters. Detailed explanation is discussed respectively

in every section as follow:

Chapter 2: A comprehensive literature review includes automatic fish feeder

system, modelling process, PSO algorithm and selected controller which have been

presented from previous researchers. Furthermore, important elements involved in this

study is also presented including system identification, MATLAB software, Arduino

microcontroller and control system characteristic.

Chapter 3: This chapter represents the methodology of this study to accomplish

the objectives. The details about plant description and experiment design are discussed

in this section. Furthermore, the process of PSO is explained to be used in the

parameter optimization.

Chapter 4: The results and discussion are provided in this chapter. The

simulations of the proposed power controller are tested to ensure its validity. The

detaileds analysis of PSO result is also disscused based on ARX model and PID

controller parameter optimization. Furthermore, comparison of the speed performance

output response with and without applying PID controller is also explained.

Chapter 5: The conclusion of the research is summarised in the final chapter.

The recommendations for future research are also listed in this section.
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CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

This chapter explains about the fundamental and previous study related to automatic

fish feeder system, system identification, particle swarm optimization (PSO) technique

process, PID controller, MATLAB/Simulink environment, Arduino microcontroller,

modelling structure and control system characteristic.

2.2 Definition of automatic fish feeder system

Automatic fish feeder system is an electronic device that has been designed to

distribute the right amount of fish pellets at a specified time. Basically, the fish feeder

machine has three main parts which are the tank, dispenser and distribution parts. The

tank is the part for storing fish pellets. The part of dispenser is to flow out the fish

pellets from the tank to the distribution area. The distribution part pushes out the fish

pellets into the fish pond or cage. In general, two basic concepts which are fixed and

mobile conceived the automatic feeder (Zulkefly, 2010). Nowadays, many overseas

aquaculture entrepreneurs have already used the system of machine during aquaculture

production process at pond and cage of fish since 1990 in Belgium, the Unites States,

Italy and Thailand (John, 2012). In addition, this system also demonstrates the

capability in the fish farming field in a long term. However, the technology and

innovation of fish feeder machine is still a new development and research work is still

ongoing in Malaysia

Generally, fish is normally fed by manual, semi-automatic and automatic

feeding as shown in Figure 2.1. However, the latter has been seriously put into

conversation by many aqua-culturists and researchers as it applies technological

approaches in a multi-scale manner. An automatic fish feeder category can be

classified by the type of energy used to dispense pellets which is hydraulic, pneumatic
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and electric energy. The category can also be classified by determining the method of

delivering the fish pellets where the feeder may automatically be in static state or

function as a mobile unit (Shaari, 2011). By using an automatic fish feeder system,

fish farmer will have better management by scheduling their own fish feeding time

(Patrick, 2009). The simple automatic fish feeder system employed is able to dispense

the fish pellets of desired amount at a specified speed.

Figure 2.1: Fish feeding category (Shaari, 2011)

Labour are required to distribute feed to the manual or semi-automatic except the fully

automatic feeding. Feeding schedule on time could be achieved by using the timer

(Shaari, 2011).

2.3 System Identification

System identification is a method of using the input and output data of the system to

develop the mathematical model of the system which is being widely applied to

various fields of production and life (Fu et al., 2013). System identification has been

developed since years ago where there are several different opinions on the system

identification. Generally, the process of system identification involves the extraction,

analysing and identifying mathematical model from raw data measured through

experimental process.

System identification is a process of developing the model of dynamic system

by using the input and out data. According to Othman & Kamal (2009), system

identification is the art in science of construction a mathematical relationship of

measured data which generate the mathematical models. The model of the system was

translated in the form of transfer function. System identification is probably the most

Feeding

category

Manual

feeding

Automatic

feeding

Semi-automatic

feeding
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important step in characterizing the behaviour of the system, controller development

or improvise system performance (Burgos et al., 2005).

The purpose of construction model of the system is to gain knowledge and

insights about the system behaviour (Othman & Kamal, 2009). Moreover, Huang

(2017) state that, the main purpose of modelling is to understand the behaviour of a

system and have prediction of its performance for fault diagnosis. The system can be

analysed through the model obtained as the model constructed represent the accurate

behaviour of real system. Modelling of any system can facilitate for the study effect of

different component and make prediction of the system’s behaviour (Patil & More,

2014). Moreover, model of given system also important to control the system

efficiently and predict the responses on reference signal not only for the purpose of

understanding the system behaviour (Eshkabilov et al., 2013). Modelling process of

complex system with the limited knowledge can be difficult. Thus, according to Jahaya

et al (2011), there is an empirical approach has been introduced for modelling which

is system identification.

According to Zadeh (1962), identification is on the basis of the input and output

data in order to determine the equivalent model from a group of given models for the

system under experiment. Subsequently, according to Eykhoff (1974), further

identification problems can be summed up as a kind of calculus which represents the

essential characteristics of the objective system by a model and the understanding of

the objective system which can be expressed as useful forms using this method. The

definition of identification proposed by Ljung (1978) is more specific in which

identification contains three elements which are data, models and standards. The

identification is in accordance with criterion, and finally we select a model which fits

the best data from a set of models. However, according to Ding (2011), system

identification consists of designing an appropriate input signal, using experimental

input and output data, selecting a class of models, constructing an error criterion

function and determining a model that fits the best data by optimization methods. This

comprehensive definition emphasizes the design of the input signal strongly in system

identification and optimization methods.

According to Hussin (2011), there are three fundamental steps in developing

the model which is the input and output data, model structure and identification

method. A model is described by transfer functions, differential equations, state-space

equations, dynamical model can be represented either in continuous or discrete time.
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Analysis input and output data of either time or frequency can be used to determine

continuous time and discrete time transfer functions, state space models and process

model (Lai et al., 2012).

The system identification loop as in Figure 2.2 is divided into four (4) main

processes to build a model for a system. It starts with experiment for collecting data,

model selection, estimation and validation the model (Hassan et al., 2007). The

validation test in general, use residual analysis technique to find the best model. If the

model is not accepted, the process will refer to previous step of selecting model

structure and parameter model estimation. Also, it can be fault at the first stage when

the data at recording process. It will a repetitive process until the model is accepted

when it meets the requirement.

Figure 2.2: The system identification loop (Ljung, 1978)

2.4 Model structure

Parametric system identification is the process of fitting of model parameters to a pre-

selected model based on input and output data. The qualitative information by non-

Experiment
Design

Data

Model
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Choose
Criterion of Fit
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Not OK
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parametric identification can be used to select the proper model structure. Parametric

identification can be seen as identifying the optimal parameters of a filter of pre-

determined order. The parameter identified by system identification is the best

approximation to the real model parameters with respect to a certain criterion such as

the minimum of the norm between the estimate and residuals.

Parametric methods are separated into Grey-Box estimation where some of the

parameters are known and Black-Box estimation where none of the parameters are

known (Ljung, 1978). Almost all of the parametric models can be described as variant

of the general linear parametric model as given in Figure 2.3.

Figure 2.3: General linear parametric model

Where the q is the discrete shift operator; u(n) is the input, e(n) is the noise and

disturbance, y(n) is the output and A(q), B(q), D(q) and F(q) are finite difference

equations (Salleh et al., 2009).

2.4.1 Autoregressive with exogeneous input model

Autoregressive with exogeneous input (ARX) model structures occur when C(q), D(q)

and F(q) in Figure 2.3 is equal to 1. Thus, the general linear polynomial model is

reduced. Figure 2.4 shows the ARX model structure.
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Figure 2.4: The ARX model structure

The following equation describes an ARX model.

(2.1)

The estimation of the ARX model is the most efficient of the polynomial estimation

methods because it is the result of solving linear regression equation in analytic form

(Yusoff et al., 2012).

2.4.2 Autoregressive moving average exogeneous input model

Meanwhile, autoregressive moving average exogeneous input (ARMAX) model is

developed when D(q) and F(q) in Figure 2.3 is equal to 1. Figure 2.5 shows the signal

flow from the ARMAX model structure.

Figure 2.5: The ARMAX model structure

The following equation describes the ARMAX model.

(2.2)

1Ʃ
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Unlike the ARX model, the system structure of an ARMAX model includes

disturbance dynamics. ARMAX models is used in case of known disturbance in the

process of system, such as at the input (Chao et al., 2005).

2.4.3 Output error model

As A(q), C(q) and D(q) in Figure 2.3 equal to 1, the general linear polynomial model

reduces to the Output Error (OE) model. Figure 2.6 shows the OE model structure.

Figure 2.6: The OE model structure

The following equation describes the OE model.

(2.3)

The output-error model describes the system dynamic separately. The output-error

does not use any parameters for modelling the disturbance characteristics.

2.4.4 Box Jenkins model

If A(q) in Figure 2.3 is equal to 1, the general linear polynomial model reduces to the

Box Jenkins (BJ) model. Figure 2.7 shows the model structure of the BJ model.

Ʃ
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