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ABSTRACT 

The real world datasets engage many challenges such as noisy data, periodic 

variations on several scales and long-term trends that do not vary periodically. 

Meanwhile, Neural Networks (NN) has been successfully applied in many problems 

in the domain of time series prediction. The standard NN adopts computationally 

intensive training algorithms and can easily get trapped into local minima.  To 

overcome such drawbacks in ordinary NN, this study focuses on using a wavelet 

technique as a filter at the pre-processing part of the ordinary NN.  However, this 

study exposed towards an idea to develop a model called An Improved Multilayer 

Perceptron based on Wavelet Approach for Physical Time Series Prediction (W-

MLP) to overcome such drawbacks of ordinary NN.  W-MLP, a network model with 

a wavelet technique added in the network, is trained using the standard 

backpropagation gradient descent algorithm and tested with historical temperature, 

evaporation, humidity and wind direction data of Batu Pahat for 5-years-period 

(2005-2009) and earthquake data of North California for 4-years-period (1995-1998). 

Based on the obtained results, the proposed method W-MLP yields better 

performance compared to the existing filtering techniques. Therefore, it can be 

concluded that the proposed W-MLP can be an alternative mechanism to ordinary 

NN for a one-step-ahead prediction of those five events.  
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ABSTRAK 

Set-set data pada masa kini menghadapi banyak cabaran – antaranya data hingar, 

variasi berkala pada skala-skala tertentu dan kecenderungan jangka panjang yang 

tidak pula menyela pada waktu-waktu tertentu. Sementara itu, pada masa yang sama 

Rangkaian Neural (RN) telah berjaya diaplikasikan pada kebanyakan permasalahan 

dalam domain jangkaan siri peramalan masa. RN piawai ini mengguna-pakai 

algoritma latihan yang dikomputasi secara intensif dan mudah pula terperangkap 

dalam minima tempatan. Untuk mengatasi cabaran-cabaran sebegini, maka kajian ini 

dijalankan bagi memfokus penggunaan teknik "wavelet” sebagai saringan pada 

peringkat pra-pemprosesan bagi RN piawai. Walau bagaimanapun, kajian ini juga 

terbuka kepada idea membangunkan sebuah model yang dipanggil “An Improved 

Multilayer Perceptron based on Wavelet Approach for Physical Time Series 

Prediction (W-MLP)” bagi mengatasi halangan-halangan yang dihadapi oleh RN 

piawai. W-MLP, sebuah model rangkaian dengan teknik wavelet juga telah dilatih 

menggunakan algoritma kecerunan menurun perambatan balik yang diuji dengan 

data-data historikal suhu, sejatan, kelembapan dan arah angin bagi daerah Batu Pahat 

bagi jangkamasa lima tahun (2005-2009) dan juga data-data gempa bumi di 

California Utara bagi jangkamasa empat tahun (1995-1998). Berdasarkan dapatan 

yang diperolehi, kaedah W-MLP yang dicadangkan ini menghasilkan prestasi yang 

lebih baik dari teknik-teknik saringan sedia ada. Oleh itu, dapat dirumuskan bahawa 

kaedah W-MLP yang dicadangkan ini boleh dijadikan mekanisme alternatif kepada 

RN piawai sebagai peramalan yang bersifat satu langkah ke hadapan bagi kelima-

lima peristiwa yang disebutkan. 
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1CHAPTER 1 

INTRODUCTION 

 

 

 

1.1 An Overview 

 

 

A time series data is a set of observations made chronologically. The study of time 

series data is important since data is the source of information. This delivers the 

validation of theories and models as well as their enhancements (Ghosh & 

Raychaudhuri, 2007). Data analysis sometimes can emerge of a new theory or 

model. Thus, a physical time series data (such as astrophysical, geophysical, 

meteorological and etc.) may appear as an output of an experiment or it may come 

out as a signal from a dynamical system or it may contain some sociological, 

economic or biological information. Onwards, source of a time series data always 

expected to embed some amount of noise in it.Revision of such data in presence of 

noise often misleads to a clarification of the data.Hence, the need of developing an 

initial platform to denoise the data is extensively requisite.However, other than 

these methods there are few more techniques (Bar-Joseph, 2004; Zuur, Leno & 

Elphick, 2010; Goldstein, 2011; Morley & Adams, 2011; Ali, Ghazali & Deris, 

2011; Qu & Chen, 2012; Azam & Mohsin, 2012) that have been discovered in many 

studies in order to overcome problems in handling time series data.  

 Commonly used feedforward Neural Network (NN), namely the Multilayer 

Perceptron (MLP) has exposed to be a promising predicting tool (Zhang et. al., 2001; 

Chandrasekaran et.al., 2010). No hesitation that MLP provides the capability and 

possibilities to predict the time series events. The consumption of MLP is to 

overwhelm the limitation of existing prediction model as the above mentioned 

reason. On the other hand, MLP embraces computationally intensive training 

algorithm and moderately slowlearning convergence (Wilamowski, 2010). 
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Therefore, this study aims to predict the physical time series which furnishes 

motivation to develop a modified model,An Improved MLP based on Wavelet 

Approach for Physical Time Series Prediction (W-MLP) by combining wavelet 

transform as data filtering element and afterwards the filtered data is then loaded into 

NN which inclusive of the backpropagation algorithm. The sole purpose of this 

model is to overcome the hitches in MLP and time series itself. Conversely, the 

experimental results have shown that wavelet transform can merge well with MLP in 

terms of prediction. This ability has proven in providing potential applications for the 

study related with physical time series prediction.   

 

  

1.2 Problem Statements 

 

 

The standard MLP have been facing convergence and predicting problem when deals 

with large network architecture and huge time series datasets (Izzeldin, Asirvadam & 

Saad, 2010; Karlaftis & Vlahogianni, 2011; Dauphin & Bengio, 2013). There are 

certain challenges faced by time series and the most common are the outliers and 

periodicities problem (West, 1996; Mukherjee, Osuna & Girosi, 1997; Brockwell, 

2005; Box, Jenkins & Reinsel, 2011; Anderson, 2011). The existing studies dealt 

with these challenges whereby they tend to work in particularly with single 

univariate datasets, for instance earthquake dataset(Deka & Prahlada, 2012), 

temperature dataset (Sharma & Agarwal, 2012), evaporation dataset (Abghari et. al., 

2012), humidity dataset (Alsadi & Khatib, 2012) and wind direction (Colak, 

Sagiroglu & Yesilbudak, 2012).However, this study emphasizes to focus on physical 

time series data which inclusive of five (5) single univariate datasets namely 

earthquake, temperature, humidity, evaporation and wind direction. The motivation 

to choose univariate is based on the problems that exist in multivariate. Multivariate 

has more parameters than univariate ones. It is more complex and lengthier, 

susceptible to errors which then affect prediction. Beside, outliers can have a more 

serious effect on multivariate than one univariate forecasts. Moreover, it is easier to 

spot and control outliers in the univariate context. 

 Nevertheless, filtering a time series data is always an indispensable task to 

deal with. There are numbers of existing methods of filtering a time series data 
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(Huang et. al., 1998; Brockwell & Davis, 2009; Wang et. al., 2013). That is, the 

traditional 3-point or 5-point moving average method as an initial technique to 

smooth the data (Stafford, 2010). Empirical Mode Decomposition inclusive of Low 

Pass Filtering, High Pass Filtering and Band Pass Filtering (Wu & Norden, 2009). 

On the other hand, wavelet analysis is a popular filtering and pre-processing 

technique used to overcome noise, outliers and periodicities in time series data 

(Cheng, 2008; Marczak &Gomez, 2012).Haar (1909) was interested in finding a 

basis on a functional space similar to Fourier's basis in frequency space. In physics, 

wavelets were used in the characterisation of Brownian motion. This work led to 

some of the ideas used to construct wavelet bases. Wavelets were also used for 

analysis of coherent states of a particular quantum system. Finally, in the signal 

processing field, Mallat (1989) discovered that filter banks have important 

connections with wavelet basis functions. 

 Meanwhile, wavelets have penetrated into different fields, such as image 

processing (Richards, 2012), signal processing (Shu & Lei, 2011; Broughton & 

Bryan, 2011; Nixon & Aguado, 2012), medical science (Gharabli, 2009), 

biotechnology (Bessero et. al., 2010). The ideas behind wavelets are becoming more 

significant in signal processing is that it can create a suitable representation of a 

signal, discard the least significant pieces of that representation and thus keep the 

original signal largely intact. These require transformation which can separate the 

important parts of the signal from less important parts. Therefore, this technique 

compromises on fast convergence of time series data prediction (Hsu, 2010). 

 Looking into this adequacies, it is essential to develop a W-MLPmodel that is 

capable in decomposing during the pre-processing, making it possible to distinguish 

rapidly between source of susceptibility and sources of resistance in physical time 

series.  In this respect, NN particularly MLP algorithm is known for their remarkable 

ability to derive meaning from complicated or imprecise data that are too complex to 

be noticed by either humans or other computer techniques.  Hence, this makes the 

wavelet technique to be very helpful in diagnosing the physical time series data.  

 

 

 

 

.  
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1.3 Aim of the Study 

 

 

This study aims to develop a model, namely W-MLP to predict the selected 

physical time series data and to reduce training time of standard NN models, 

whilst removing the outliers from the datasets. 

 

 

1.4 Objectives of the Study 

 

 

This study embarks on the following objectives: 

(i) To propose a Wavelet-Multilayer Perceptron (W-MLP) which can reduce the 

prediction error and decrease the convergence time of ordinary Multilayer 

Perceptron (MLP). 

(ii) To develop (i) for the simulation of physical time series.  

(iii) To validate out-of-sample performance of (ii) with Multilayer Perceptron 

(MLP), High Pass Filter-MLP, Band Pass Filter-MLP and Low Pass Filter-

MLP. 

 

 

1.5 Scope of the Study 

 
 

This research only focuses on the use of W-MLP on the physical time series data 

prediction and the results are compared to the MLP.  The five network models, 

namely W-MLP, MLP, High Pass Filter-MLP, Band Pass Filter-MLP and Low Pass 

Filter-MLPwere trained with standard Backpropagation (BP) algorithm. W-MLPwas 

tested with the 5-years daily measurement of temperature, evaporation, humidity and 

wind direction in Batu Pahat region, ranging from 2005 to 2009 (Malaysian 

Meteorological Department, 2010) and 4 years daily measurement of earthquake in 

North California region, ranging from 1995 to 1998, taken from the Website of 

Northern California Earthquake Data Center(Northern California Earthquake Data 

Centre, 2010). 
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1.6 Significance of the Study 

 

 
The W-MLP model can be helpful in predicting events dealt with physical time 

series data. Results from the simulations can be used to design a physical time series 

prediction tool. In addition, this study has potential in assisting the daily prediction 

event for Malaysian Meteorological Department (MMD) and Northern California 

Earthquake Data Center (NCEDC). 

 

 

1.7 Thesis Outline 

 

 

The rest of the dissertation is organised as follows: Chapter 2 focuses on pertinent 

background of backpropagation. The discussion then endures with corresponding 

approaches for time series prediction. Then the discussion continues on brief 

explanation of wavelet transform and filtering techniques. 

 Chapter 3 is the illustration of research methodology which is used to present 

the prediction model. This chapter continues with the discussion on the architecture 

of W-MLP towards the proposed model.Later, explanation on the implementation of 

the model is briefly written. 

 Chapter 4 of the thesis analyses the implementation of W-MLP. Based on the 

acquired results, a thorough analysis related to prediction and filtering is presented in 

Tables and graphs. The simulation results then compared with 3 different data 

filtering techniques namely Low Pass Filter, Band Pass Filter and High Pass Filter 

and MLP itself. Obtained results were analysed based on different parameters which 

have been used throughout the process. Chapter 5, concludes the thesis with the work 

done and some fruitful recommendations are given in order to expand the proposed 

network model in upcoming studies. 
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1.8 Chapter Summary 

 

 

There are varieties of applications on time series prediction that has been developed 

in the past. Nevertheless, the limitations are still there. Therefore, improvement on 

time series data prediction eventually is an upcoming research domain. Thus, this 

drawback has led to focus this study on physical time series and developing an 

alternative predicting technique. The following chapter discusses the literature on the 

existing approaches related to time series, the hierarchy of the feedforward NN and 

filtering techniques. 
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2CHAPTER 2 

LITERATURE REVIEW 

2.1 Introduction 

 

This chapter explores the dominant topics of the research such as Neural Networks, 

Multilayer Perceptron, Backpropagation, time series, Wavelet and its applications. In 

these recent years, a massive amount of literature have been written on the topic of 

Neural Networks (Smith, 1997), which Neural Networks are applied to such a wide 

variety of subjects (Arbib, 1995).Brief antiquities of Neural Networks have been 

written to give an indulgent of where the progression of Neural Networks started. 

Hence, a detailed review has been written for this study. This chapter also discussed 

the research works on topics related to this study in order to establish the need for the 

proposed work in this study. 

 

2.2 Neural Network 

 

An Artificial Neural Network (ANN), often just called a Neural Network (NN), is a 

mathematical model or computational model based on biological neurons. In other 

words, it is an emulation of biological neural system. It consists of an interconnected 

group of artificial neurons and process information using a connectionist approach to 

computation (Yashpal, 2009). In most cases, an ANN is an adaptive system that 

changes its structure based on external or internal information that flows through the 

network during the learning phase (Yashpal, 2009). 

ANN can also be defined as model reasoning based on the human brain. The 

brain consists of a densely interconnected set of nerve cells or basic information 

processing units, called neurons. The human brain incorporates nearly 10 billion 

neurons and 60 trillion connections between them (Shepherd &Koch, 1990). Using 
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multiple neurons simultaneously, the brain can perform its function much faster than 

the fastest computers in existence today. 

Although each neuron has a very simple structure, such element constitutes a 

tremendous processing power. A neuron consists of a cell body, soma, a number of 

fibers called dendrites and a single long fiber called the axon. Dendrites branch into a 

network around the soma, the axon stretches out the dendrites and somas of other 

neurons. A schematic drawing of a biological neuron is shown in Figure 2.1. 

 
 

 
Figure 2.1: Schematic Drawing of Biological Neuron (Kravtsovet. al., 2011) 

 
 

Signals are propagated from one neuron to another by complex electro-

chemical reactions. When the potential reaches its threshold, an electrical pulse is 

sent down through the axon. The pulse spreads out and eventually reaches synapses 

cause them to increase or decrease their potential. In response to the simulation 

pattern, neurons demonstrate long-term changes in the strength of their connections. 

Neurons also can form new connections with other neurons. Even entire collections 

of neurons may sometimes migrate from one place to another. 

The human brain can be considered as a highly complex, nonlinear and 

parallel information processing. Information is stored and processed in an NN 

simultaneously throughout the whole network, rather than at specific locations. 

Connections between neurons leading to the right answer are strengthened while 

those leading to the wrong answer weaken. As a result, NN have the ability to learn 

through experience. Learning is fundamental and essential characteristic of 
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biological neural networks. The ease and naturalness which they can learn lead to 

attempts to emulate a biological NNin a computer. In addition, the present ANN 

resembles the human brain much as a paper plane resembles a supersonic jet, it is a 

big step forward. Nevertheless, ANN is capable of learning, in which they use 

experience to improve their performance. When exposed to sufficient number of 

samples, ANN can generalize to others they have not yet encountered. ANN can also 

recognize and written characters (Perwej & Chaturvedi, 2012), identify words in 

human speech and detect explosives (McGarry, 1999). Moreover, ANN can observe 

patterns that human experts fail to recognize (Jain et al., 2000). 

 

 

2.3 Multilayer Perceptrons (MLP) 

 

A single perceptron is not very useful because of its limited mapping ability. This is 

due to the fact that it consists of a single neuron with adjustable synaptic weights and 

bias and only capable to represent an oriented ridge-like function, no matter what 

activation function is used (Haykins, 1999). Meanwhile, a Multilayer Perceptron 

(MLP) consists of a set of source nodes forming the input layer, one or more hidden 

layers of computation nodes, and an output layer of nodes. The input signal in MLP 

propagates through the network layer-by-layer (Haykins, 1998). Mathematically, 

MLP can be written as below: 

                         








+




⋅= ∑∑

==
okoj

N

i

iij

J

j

jk wwxwwy )
11

ϕϕ
,
 (2.1) 

where ijw  denotes the vector of weights, 
ix  is the vector of inputs, ojw is the bias of 

each hidden nodes, okw  bias of output and φ is the activation function. The 

activation function acts as a squashing function that prevents accelerating growth 

throughout the network. An acceptable range of output is usually between [0, 1] or [-

1, 1] (Rojas, 1996). This value is a function of the weighted inputs of the 

corresponding node.Figure 2.2 illustrates an MLP with three layers of neurons. 
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Figure 2.2: Diagram of Multilayer Perceptron 

 

From Figure 2.2, it shows that the network has an input layer (on the left) 

with four neurons, one hidden layer (in the middle) with three neurons, and an output 

layer (on the right) with one neuron. Each neuron in the input layer represents each 

input variable. In the case of categorical variables, N neurons are used to represent 

the N categories of the variable.  

 Input Layer— a vector of input variable values (x1...xp) is presented to the 

input layer. The input layer distributes the values to each of the neurons in the hidden 

layer. In addition to the predictor variables, there is a constant input of 1.0, called the 

bias that is fed to each of the hidden node; the bias is multiplied by a weight and 

added to the sum going into the neuron.  

 Hidden Layer — arriving at a neuron in the hidden layer, the value from 

each input neuron is multiplied by a weight (wji), and the resulting weighted values 

are added together producing a combined value uj. The weighted sum (uj) is fed into 

a transfer function, σ, which outputs a value hj. The outputs from the hidden layer are 

distributed to the output layer.  

Output Layer — arriving at a neuron in the output layer, the value from each 

hidden layer neuron is multiplied by a weight (wkj), and the resulting weighted values 

are added together producing a combined value vj. The weighted sum (vj) is fed into a 

transfer function, σ, which outputs a value yk. The y values are the outputs of the 

network.  
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For classification problems with categorical target variables, there are N 

neurons in the output layer producing N values, one for each of the N categories of 

the target variable. The network is usually used in supervised learning problems, in 

which the training set of input-output pairs and the network must learn to model the 

dependency between them. 

 

2.4 The Backpropagation Gradient Descent Algorithm 

 

The backpropagation algorithm (Rumelhart & McClelland, 1986) is used in layered 

feed-forward MLP. The backpropagation algorithm uses supervised learning, where 

the algorithm is provided with the inputs and outputs which the network has to 

compute and then the error is calculated (Gershenson, 2003). The idea of the 

backpropagation algorithm is to reduce this error, until the MLP learns the training 

data. The training begins with random weights, and the goal is to adjust them so that 

the error will be minimal. 

 The weighted sum of a neuron is written as: 

    ( ) ji

n

i ij WXwxA ∑ −
=

0
, ,            (2.2) 

where the sum of input Xiis multiplied by their respective weights, Wji. The 

activation depends only on the inputs and the weights. If the output function would 

be the identity, then the neuron would be called linear. The most used output 

function is sigmoid function (Tommiska, 2003): 

                             ( )
( )wxe

wxO
Aj ,1
1

, −+
=                                                (2.3) 

The sigmoid function is very close to one for large positive numbers and very 

close to zero for large negative numbers. This allows a smooth transition between the 

low and high output of the neuron. The output depends only in the activation, which 

in turn depends on the values of the inputs and their respective weights. The goal of 

the training process is to obtain a desired output when certain inputs are given. Since 

the error is the difference between the actual and desired output, the error depends on 

the weights and preferred to be adjusted in order to minimize the error. The error 

function for the output of each neuron can be defined as: 

                           
( ) ( )( )2,,, jjj dwxOdwxE −=  (2.4) 
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The output will be positive and the desired target will be greater if the 

difference is big and lesser if the difference is small. The error of the network will 

simply be the sum of the errors of all the neurons in the output layer:  

                           
( ) ( )( )∑ −=

j

jj dwxOdwxE
2,,,  (2.5) 

where 
jO is the target output and jd is the target or desired output. After 

finding this, the weights can be adjusted using the method of gradient descent:  

                                     ji

ji
w

E
w

∂
∂

−=∆ η  (2.6) 

This equation can be inferred in the following way: the adjustment of each 

weight ( )
jiw∆  will be the negative of a constant eta ( )η , where η  is the learning rate. 

Multiplied by the dependence of the previous weight on the error of the network, 

which is derivative of E in respect to jiw . The size of the adjustment will depend 

onη , and on the contribution of the weight to the error of the function. This is, if the 

weight contributes a lot to the error, the adjustment will be greater than if it 

contributes in a smaller amount. Equation (2.6) is used until appropriate weights with 

minimal error founded.  

Henceforth, derivative of E in respect to jiw  discovered. This is the goal of 

the backpropagation algorithm, since the backwards need to be achieved. First, 

calculate the error depends on the output, which is the derivate of E in respect to jO  

from Equation (2.4). 

                                        
( )jj

j

dO
O

E
−=

∂
∂

2  (2.7) 

The reliance of the output on the activation depends on the weights from 

Equation (2.2) and Equation (2.3). Can be seen that from Equation (2.7) and 

Equation (2.8): 

                               
( )

ijj

ji

j

j

j

ji

j
xOO

w

A

A

O

w

O
−=

∂

∂

∂

∂
=

∂

∂
1  (2.8) 

                              
( ) ( )

ijjjj

ji

j

jji

xOOdO
w

O

O

E

w

E
−−=

∂

∂

∂

∂
=

∂

∂
12

 (2.9) 

 

The adjustment to each weight will begin from Equation (2.6) and Equation (2.9). 
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                             ( ) ( )
ijjjjji xOOdOw −−−=∆ 12η  (2.10) 

 

Equation (2.10) can be used as it is for training ANN with two layers. For 

training the network with one more layer, some considerations are needed 

particularly on training time which can be affected by the architecture of the 

network.  For practical reasons, ANNs implementing the backpropagation algorithm 

do not have too many layers, since the time for training the networks grows 

exponentially (Gershenson, 2003).  

 

2.5 Filtering Techniques 

  

Analysis of data is a very important task since it is the source of information which 

will be fed into the certain techniques, namely, classification or prediction. The 

presence of noise often leads to a wrong interpretation of the data. Therefore, an 

initial platform is needed for data denoising process. Filtering can be one of 

denoising platform for time series data and it is an indispensable task to deal with 

(Ghosh & Raychaudhuri, 2007). Filtering is the process of defining, detecting and 

correcting errors in given data, in order to minimize the impact of errors in input data 

on succeeding analyses (Wedin et al., 2008).There are several time series filters 

commonly used in research to separate the behavior of the time series. These 

techniques can usually be expressed using some of the commonly used filtering 

techniques namely, low-pass filter, high-pass filter, band-pass filter which are 

empirical mode decomposition, and chief among all is wavelet (Baum, 2006).  

2.5.1 Low – Pass Filter (LPF) 

Low – Pass Filter (LPF) is an electronic filter that passes low frequency signals but 

attenuates signals with frequencies higher than the cutoff frequency (Thomas et al., 

2000).The actual amount of attenuation for each frequency varies from filter to filter. 

It is sometimes called a high cut filter. A low pass filter is the opposite of a high pass 

filter. A band filter is a combination of a low pass and high pass. 

. 
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2.5.2 High – Pass Filter (HPF) 

High – Pass Filter (HPF) is an electric filter that passes high frequency signals but 

attenuates signals with frequencies lower than the cutoff frequency. A high pass filter 

is usually modeled as a linear time invariant system. It is sometimes called a low cut 

filter or bass cut filter (John, 1998). It can also be used in conjunction with a low 

pass filter to make a band pass filter. 

2.5.3 Band – Pass Filter (BPF) 

A Band – Pass Filter (BPF) is a device that passes frequencies within a certain range 

and rejects frequencies outside that range. Bandpass is an adjective that describes a 

type of filter or filtering process. An analogue electronic band pass filter is a resistor 

inductor capacitor circuit. These filters can also be created by combining a low pass 

filter with a high pass filter (Anderson et al.,2012).However, among all the three 

filtering techniques, the wavelet approach has shown some advantages over the 

conventional filtering techniques. 

 

 

2.6 Wavelet  

 

Wavelets are a class of functions to localize a given functions in both position and 

scaling (Daubechies, 2006). Wavelets are used in application such as signal 

processing, image processing and time series analysis (Graps, 1995; Sifuzzaman et 

al., 2009; Starck et al., 2010; Paris et al, 2011). Wavelets form the basis of the 

wavelet transforms which “cuts up data of functions or operators into different 

frequency components and then studies each component with a resolution matched to 

its scale” (Calderbank et al., 1998).  

A wavelet transform is a small wave function, usually denoted byψ (.). A 

small wave grows and decays in a finite time period, as opposed to a large wave, 

such as sine wave, which grows and decays repeatedly over an infinite time period. 

A function ψ (.) which is defined over the real axis (-∞, ∞) can be classed as a 

wavelet by satisfying the following three (3) properties: 
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(1) The integral of ψ (.) is zero: 

                                   ∫
∞

∞−
= 0)( dutψ  (2.11) 

(2) The integral of the square of ψ (.) is unity: 

                                  ∫
∞

∞−
= 1)(2 dutψ  (2.12) 

(3) Admissibility Condition: 

            
df

b

a
C

2

0
|)(|ψ

ψ ∫
∞

≡  Satisfies 0<      ∞<ψC  (2.13) 

 

where t in Equation (2.11) and Equation (2.12) denotes time, a and b in Equation 

(2.13) denote dilation and translation and C denotes the normalizing factor.  

There are a few types of wavelet transforms. Among them are Fourier 

Transform, Multiresolution Discrete Wavelet Transform, Continuous Wavelet 

Transform, and Discrete Wavelet Transform. However, the most commonly used in 

time series are Continuous Wavelet Transform and Discrete Wavelet Transform 

(Polikar, 2001; Addison, 2010; Chaovalit et al., 2011). 

There are two (2) main types of wavelet transforms: Continuous Wavelet 

Transform (CWT) and Discrete Wavelet Transform (DWT). CWT is designed to 

work with functions defined over the whole real axis. Meanwhile, DWT deals with 

functions that are defined over a range of integers (usually t = 1,2,…,N – 1, where N 

denotes the number of values in the time series). 
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2.6.1 Continuous Wavelet Transform (CWT) 

A CWT (Polikar, 2001) is designed to work with functions defined over the whole 

real axis. It is used to divide a continuous-time function into wavelets. Unlike Fourier 

Transform, the Continuous Wavelet Transform possesses the ability to construct a 

time frequency representation of a signal that offers very good time and frequency 

localisation. A mathematical representation of the Fourier Transform is as: 

                                

dtetfwF ti∫
∞

∞−

−= ω)()(  (2.14) 

However, the sum over all time of the signal f(t), where f denotes frequency 

and t denotes time, multiplied by a complex exponential, and the result is the Fourier 

coefficients F. Meanwhile, the CWT is the sum over all time of the signal, multiplied 

by scaled and shifted versions of the wavelet function as given below: 

               

)(
1

)(,)()(),( ,,
a

bt

a
tdtttsbaC baba

−
== ∫

+∞

∞−

ψψψ  (2.15) 

where s(t) is the signal, a is the scale and b is the shifting. Hereψ (t) is the 

mother wavelet, while ba,ψ (t) is the scaled and the shifted one. The result C is wavelet 

coefficients. 

 

2.6.2 Discrete Wavelet Transform (DWT) 

Discrete Wavelet Transform (Polikar, 2004) deals with functions that are defined 

over a range of integers, usually t = 1,2,…,N – 1, where N denotes the number of 

values in the time series. The wavelet series is just a sampled version of CWT and its 

computation may consume significant amount of time and resources, depending on 

the resolution required. The DWT which is based on sub-band coding is found to 

yield a fast computation of wavelet transform. It is easy to implement and reduces 

the computation time and resources required (Letelier & Weber, 2000). Similar work 

was done in speech signal coding which was named as sub-band coding (Vetterli & 
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Kovačević, 1995). In recent years, a technique similar to sub-band coding was 

developed which was named as pyramidal coding (Polikar, 2004). Later, many 

improvements were made to these coding schemes which resulted in efficient multi-

resolution analysis schemes. Figure 2.3 illustrates the procedure, where ][nx is the 

original signal to be decomposed, and ][nh represents low pass, ][ng represents high 

pass filters, respectively. The bandwidth of the signal at every level is marked on the 

figure below as f : 

 

Figure 2.3: The Illustration of Sub-band Coding (Polikar, 2004) 

 

In CWT, the signals are analyzed using a set of basic functions which relate 

to each other by simple scaling and translation. In the case of DWT, a time scale 

representation of the digital signal is obtained using digital filtering techniques. The 

signal to be analyzed is passed through filters with different cut off frequencies at 

different scales. The DWT employs two sets of functions, called scaling functions 

and wavelet functions, which are associated with low pass and high pass filters, 

respectively. They can be mathematically expressed as below: 
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∑ −•=

n

high nkgnxky ]2[][][  (2.16) 

                   
∑ −•=

n

low nkhnxky ]2[][][
 (2.17) 

where ][kyhigh and ][kylow are the outputs of the high pass, g, and low pass, h, filters 

after sub-sampling by 2.  

 

 

2.7 Time Series  

 

Essentially, time series can be defined as a sequence of numbers collected at regular 

intervals over a period of time (Ali et al., 2011). There are several basic types of time 

series model, namely, Moving Average (MA), Autoregressive Moving Average 

(ARMA), Autoregressive Integrated Moving Average (ARIMA), and Exponential 

Smoothing. ARMA models are typically applied to auto correlated time series data, 

while ARIMA model is a generalization of an ARMA model (Zhang, 2003). These 

models are fitted to time series data either to better understand the data or to 

predict/forecast future points in the series. Meanwhile, exponential smoothing is a 

technique that can be applied to time series data, either to produce smooth data for 

presentation, or to make forecasts. Eventually, the time series data themselves are a 

sequence of observations. The observed phenomenon may be an essentially random 

process, or it may be an orderly but noisy process. Whereas in the simple moving 

average the past observations are weighted equally, exponential smoothing assigns 

exponentially decreasing weights over time.  

Time series refers to problems in which observations are collected at regular 

time intervals and there are correlations among successive observations. Mostly the 

time series applications cover virtually all areas of statistics but some of the most 

important include economic and financial time series, and many areas of 

environmental or ecological data (Chatfield, 2003; Box et al., 2011; Anderson, 2011; 

Murphy et al., 2012). Time series can be broadly categorized into three (3), namely 

continuous time series, interval time series and momentary time series. Continuous 

time series are often continuously recorded, either on the record sheet or data logger, 

where typically records the data either at fixed time intervals or after a certain change 
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in the value has taken place. Meanwhile, the physical time series data comes under 

the umbrella of continuous time series dealt with five data types, namely hydrology, 

earth sciences, astronomy, oceanography and marine biology.  An interval time 

series does not contain values for points in time but rather for particular intervals of 

time, these time intervals can be equidistantly or randomly dispersed in time. While, 

the momentary time series is the rarest form of time series, that defines a discrete set 

of point in time, thus it does not contain any information for the time between these 

points (Chatfield, 2003).  The next sub-section briefly discusses the physical time 

series data with the respective data types. 

 

2.7.1 Physical Time Series Data 

Physical time series data consist of five data types, namely Hydrology, Earth 

Sciences, Astronomy, Oceanography and Marine Biology (Favali & Beranzoli, 2006; 

Kantardzic, 2011). Basically, any of the natural sciences that deal with nonliving 

materials is categorized as physical science which relates to physical time series. 

Hydrology is the study of the movement, distribution and quality of water on earth, 

including the hydrologic cycle, water resources and environmental watershed 

sustainability. The hydrology data consist of certain data fields namely temperature, 

evaporation, humidity and wind direction which is some essential elements that are 

needed in hydrology studies (Weber & Stewart, 2004; Karamouz et al., 2012). 

Meanwhile, earth science which is also known as geosciences is an embracing term 

for the science related to the planet Earth. The formal discipline of Earth sciences 

may include the study of atmosphere, oceans, biosphere, as well as the solid earth. 

Typically earth scientists have used certain tools from varies of fields to build a 

quantitative understanding of how earth system works and how it evolves to its 

current state. The field also includes studies of earthquake effects, such as tsunamis 

as well as diverse seismic sources such as volcanic, tectonic, oceanic, atmospheric 

and artificial processes, such as explosions. Besides, astronomy is a natural sciences 

that pact with the study of moon, planets, stars, galaxies that originated outside the 

atmosphere of earth. Furthermore, oceanography is a study from a division of earth 

science that studies the ocean. It also covers topics including marine organisms and 
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ecosystem dynamics. Then, marine biology is a precise lesson of organisms in the 

ocean or marine bodies of water. 

However, this study will only be focus on 2 of physical time series which is 

hydrology time series data and earth sciences time series data which emphasizes on 

five datasets, four from the hydrology and one from the earth science. Whereas, this 

research will be focusing on seismology, it is the scientific study of earthquakes and 

the propagation of elastic waves and through earth. 

 

2.7.2 Properties of Physical Time Series Data 

Time Series occur in many different fields, economic time series, sales and 

marketing and physical time series. Physical time series is related to the physical 

science, a study which evolves nature science and its phenomena. As in most 

physical time series analysis, it is presumed that the data consist of random noise 

which usually makes the pattern difficult to identify. Physical time series analysis 

techniques involve some practice of filtering out noise in order to make the pattern 

more salient. The patterns can be described in terms of two basic classes of 

components: trend and seasonality (Wang & Wu, 2009). There are no proven 

methods to identify trend components in physical time series data, however, as long 

as the trend is consistently increasing or decreasing that part of data analysis is 

typically not difficult. If the data contain considerable error, then the first step in the 

process of trend identification is smoothing. Smoothing is merely used to apprehend 

important data while leaving out noise (Kantardzic, 2011). 

The traditional techniques used for time series forecasting are Autoregressive 

(AR) models, Autoregressive Moving Average (ARMA) models, Autoregressive 

Integrated Moving Average (ARIMA) models, linear regression and exponential 

smoothing. None of these techniques are completely pleasing due to the nonlinear 

nature of most of the ordinary arising time series (De Gooijer & Hyndman, 2006; 

Khashei & Bijari, 2011). Other more advanced method such as neural networks has 

been used effectively for time series predictions (Ardalani Farsa & Zolfaghari, 2010). 

Literally, there are many applications and techniques has been applied which is 

related to time series (Kantz & Schreiber, 2003; Honaker & King, 2010; 
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Ratanamahatana et al., 2010). Applications using wavelet preprocessing techniques 

and neural network are overviewed in the remainder sections. 

 

 

2.8 An Overview of Wavelet Pre-processing using Time Series Data 

 

Pre-processing is a process performed on raw data to prepare it for another 

processing procedure, where the data turned into easier and effective format (Cannas 

et al., 2006). Consequently, various strategies have been used for filtering 

components of time series. In particular, wavelets have been applied in many fields 

and widely used for decomposing time series data (Ahmad, 2005). Wavelets are 

robust parameter free tools that cut up data to different frequency components and 

study each component with a resolution matched to its scale (Daubechies, 1992). 

Therefore, in this section, several studies that have applied the wavelet pre-

processing technique on time series and outliers problems are briefly discussed.  

In the study done by Mukta and Rohit (2013), comparative analysis of 

wavelet filters on hybrid transform domain image steganography techniques were 

taken into significance. Steganography has been an important area of research in 

recent years involving a number of applications. Image steganography is the art of 

hiding secret information into a cover image. In this study, Discrete Wavelet 

Transform (DWT) is used to transform cover image from spatial domain to 

frequency domain. Different wavelet filters can be used to embed secret image in 

these frequency components. Hybrid transform domain techniques for different 

wavelet filters to embed secret image into cover image were compared in this 

research. Peak Signal to Noise Ratio (PSNR) algorithm is compared, where it is a 

measure of the differences between the cover image and stego image. In future, 

researchers could apply the technique to different level and type of images in order to 

concrete their proposed method. 

Zainuddin et al. (2012), studied on the use of wavelet neural networks 

(WNNs) in the task of epileptic seizure detection from electroencephalography 

(EEG) signals. This work investigates on the feasibility and effectiveness of WNN in 

the charge of epileptic seizure detection. The EEG was first pre-processed using 

Discrete Wavelet Transform (DWT). Followed by feature selection stage, two sets of 

four representative summary statistics were computed. The cross comparison shows 
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that the classification accuracy achieved by WNNs was comparable to those of other 

artificial intelligence-based classifiers. Nevertheless, it is pertinent to note that 

experimental results from scientific and engineering applications are always 

subjected to outliers. On the other hand, to obtain a better accuracy more trial and 

errors simulations should be done in future. 

Meantime, a study on time series modeling of river flow using wavelet neural 

network was familiarized by Krishna et al. (2011). A hybrid model with the 

combination of wavelet and artificial neural network (ANN) called wavelet neural 

network was proposed and applied for time series modeling of river flow. The 

observed time series are decomposed into sub-series using discrete wavelet transform 

and then appropriate sub-series is used as inputs to the neural network for forecasting 

hydrological variables. It is required to choose a proper resolution in order to have a 

worthy forecasting activity.  

In the studies by Ocak (2009), automatic detection of epileptic seizures in 

EEG using discrete wavelet transform and approximate entropy was introduced. It 

has successfully given 96% of seizure detection accuracy. However, the normal EEG 

without DWT as preprocessing step, where the detection rate was reduced to 

73%.The new scheme was further amended by surrogate data analysis. 

However, a new wavelet model called Modified Mexican Hat Wavelet was 

introduced by Benbrahim (2005).They essentially proposed a new algorithm based 

on the random projection and the principal component analysis of seismic signals. 

Thus, this new modified Mexican Hat Wavelet and the new proposed algorithm at 

certain point of architecture, it gives bad results due to the weak number of hidden 

nodes. Therefore, a thorough modification and suitable architecture is needed to 

obtain the best results. 

In the work done by Zhang (2001), the combination of shift invariant wavelet 

transform pre-processing and neural network prediction models trained using 

Bayesian techniques at the different levels of wavelet scale for financial forecasting 

is introduced. However, additional research has to be done to overcome the outliers 

and improper forecasting by similar hybrid. Meanwhile, Cannas et al. (2006) 

investigates the effect of data pre-processing model performance using CWT, DWT 

and data partitioning. It is proven that using pre-processed data able to obtain best 

results. The study however still need proper division of data points in order to get 

best decomposing levels to get even better results with best accuracy. 
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Besides that, Agrawal (1995) introduced a fast similarity search in the presence of 

noise, scaling and translation in time series databases. They present fast search 

techniques to discover all similar sequences in a set of sequence. Somehow, this 

study should have extension on trial and error method using different data to ensure 

that the introduced technique is applicable with any data in order to discover the 

similar sequences in a time series data. In short, from all the studies shows that time 

series predictions can also be answered using wavelet pre-processing technique 

which helps a lot in term of outliers, periodicities and training time.  

 However, recently there has been increased interest in multiresolution 

decomposition techniques like the wavelet transform to deal with complex 

relationships in non-stationary time series (Gencay, Selcuk & Whitcher, 2002). The 

wavelet can produce a good local representation of a signal in both time and 

frequency domain and is not restrained by the assumption of stationary (Mallat, 

1989). Besides, the wavelet approach has formalized old notions of decomposing a 

time series into trend (Ramsay, 1999). Motivated by the spatial frequency resolution 

property of the wavelet transform, several schemes have been developed (Aussem & 

Murtagh, 1997), which combines wavelet analysis machine learning approaches like 

neural networks for time series prediction.  

 Chan and Fu (1999), worked on efficient time series matching by wavelets. 

Haar wavelet Transform has been selected for the time series indexing. There are few 

contributions were mentioned, where Euclidean distance is preserved in the Haar 

wavelet transformed domain and no false dismissal occurs. This has proven that Haar 

wavelet transform can outperform discrete fourier transform through experiments, a 

new similarity model is suggested to accommodate vertical shift of time series. Two 

phase method is proposed for efficient nearest n-neighbor query in time series 

databases. However, this property has only been proven with the Haar wavelets. It 

would be interesting if it could be applied with different kinds of wavelets to 

different kinds of data series. 

 Meanwhile, Popoola and Khurshid (2006) have introduced the testing 

suitability of wavelet preprocessing for Takagi-Sugeno-Kang (TSK) fuzzy models 

which is an additive rule models introduced by Takagi, Sugeno and Kang in 1984. In 

this study, the researchers proposed a methodology that uses formal hypothesis 

testing to determine whether having wavelet preprocessing in prior will improve 

forecasting performance or not. The method evaluated on ten economic time series, 
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and compared variance profiles of each time series with the corresponding forecast 

performance of fuzzy models built from raw and wavelet processed data. Somehow, 

for further revisions, the proposed model is recommended to be evaluated with 

synthetic time series with known variance characteristics and much longer real world 

time series data. 

Huether, Gustafson & Broussard (2001) acquaint with Wavelet Preprocessing 

for High Range Resolution Radar (HRR) classification. In the study, a general 

wavelet denoising approach can overcome the HRR classifying measurements has 

been initiated. By choosing the best decomposition level gives the best accuracy to 

the results. In future, ought to do more proper degradation to adjust the denoising 

parameters which will be a consideration in the preprocessing part. 

 

 

2.9 Application of Neural Network using Time Series Data 

 

A neural network is a processing device, either an algorithm or actual hardware 

whose design was motivated by the design and functioning of human brains and 

components thereof. There are many types of neural networks, each of which has 

different strengths particular to their applications. This section attempts to compile a 

list of previous research on neural network, particularly applied to time series.  

Gheyas & Smit (2009) proposed a neural network approach to time series 

forecasting. In their work they introduced new improved algorithm based on 

Generalized Regression Neural Networks (GRNN) which ensemble to the 

forecasting of time series and future volatility. This approach is proposed to 

overcome the lagged variables, autocorrelation and non-stationary which have been 

the major characteristics that distinguish time series data from spatial data. However, 

they face a predicament when applying the GRNN to the time series forecasting task. 

If provide only the most recent past value, the GRNN generated the smallest 

forecasting error but does not accurately forecast the correct direction of change. 

Financial time series forecasting by neural network using conjugate gradient 

learning algorithm and multiple linear regression weight initialization successfully 

applied to the time series forecasting. A comparison was made between two learning 

algorithms and two weight initializations to find that neural network can model the 

time series satisfactorily, regardless which learning algorithm and weight 
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