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ABSTRACT 

Software for large enterprises such as the Enterprise Resource Planning (ERP) is 

more likely to be developed by a team of software developers where the functional 

requirements (FRs) are distributed in parallel developers. Therefore, development 

of pre-requisite FRs must be carefully timed to see which requirement is to be 

implemented first by assigning priority to some FRs over others, so that FRs can 

be made available on time to parallel developers. Well-known prioritization 

technique such as the Analytic Hierarchical Process (AHP), although accurate, is 

not scalable for large set of FRs as in ERP due to high number of pairwise 

comparisons when the size of FRs is more than ten or twelve. To address this issue, 

this research proposes a hybrid prioritization technique of Minimal Spanning Trees 

(MST) and AHP called the Spanning Analytic Hierarchical Process (SAHP) for 

FRs prioritization by exploiting MST capability to prioritize large size software 

FRs with smaller pairwise comparisons but with more consistent results. Using 

Numerical Assignment (NA) technique, prioritized FRs from SAHP are assigned 

to priority groups such that top priority groups contain high priority FRs and low 

priority groups contain low priority FRs. Low priority group of FRs are dependent 

on high priority groups. As a result, within each priority group, inter-dependencies 

in FRs are reduced for parallel developers. Implementing high priority groups will 

reduce number of dependencies in FRs among the lower priority groups. The 

proposed technique is evaluated based on ERP case study and the results showed 

that SAHP reduces estimation time of parallel developers as compared to AHP and 

other techniques. This shows that SAHP is scalable to cater large number of 

pairwise comparisons for large systems like ERP. 
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ABSTRAK 

Perisian bagi perusahaan besar seperti Enterprise Resource Planning (ERP) 

kebiasaannya dibangunkan oleh satu pasukan pembangun perisian di mana 

keperluan fungsian (FRs) diagihkan secara selari. Oleh yang demikian, 

pembangunan FR prasyarat mestilah diatur dengan cermat bagi menentukan 

keperluan yang perlu dibangunkan terlebih dahulu dengan cara memberi 

keutamaan kepada sesetengah FR berbanding yang lain dalam memastikan FR 

tersebut sedia digunakan oleh rakan pembangun sewaktu pembangunan selari. 

Teknik pengutamaan terkenal seperti Analytic Hierarchical Process (AHP), 

walaupun berkejituan tinggi, adalah tidak terskala untuk keperluan besar seperti 

ERP disebabkan perbandingan berpasang apabila saiz FR lebih daripada sepuluh 

atau dua belas. Bagi menangani isu ini, penyelidikan ini mencadangkan satu 

kaedah gabungan Minimal Spanning Trees (MST) dan AHP yang dipanggil called 

Spanning Analytic Hierarchical Process (SAHP) dengan mengeksploitasi 

keupayaan MST dalam pengutamaan FR bersaiz besar dengan kompleksiti masa 

yang minimal. Ketidakbolehpercayaan MST juga dibantu oleh pengutamaan AHP 

yang berkejituan tinggi. Dengan menggunakan teknik Numerical Assignment 

(NA), FR yang telah diberi keutamaan diagih kepada kumpulan berdasarkan 

keutamaan yang mana kumpulan berkeutamaan tinggi akan mendapat FR yang 

berkepentingan tinggi dan sebaliknya. Sebagai hasilnya, dalam setiap kumpulan, 

kadar kebergantungan keperluan fungsian dapat dikurangkan dalam pembangunan 

selari. Pembangunan kumpulan berkeutamaan tinggi juga mengurangkan kadar 

kebergantungan FR di kalangan kumpulan berkeutamaan rendah. Kaedah yang 

dicadangkan ini dinilai berdasarkan kajian kes ERP dan keputusan kajian 

menunjukkan kaedah SAHP berjaya mengurangkan anggaran masa dan kadar 

kelewatan dalam pembangunan selari berbanding dengan AHP dan teknik-teknik 

lain. Ini menunjukkan bahawa SAHP adalah terskala bagi menangani jumlah 

perbandingan berpasang yang banyak untuk sistem besar seperti ERP.
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CHAPTER 1 

INTRODUCTION 

1.1 Overview 

Requirements are the pre-requisites for any software system [1]. The quality of 

software system depends upon how well requirements are collected and implemented 

during the Requirement Engineering (RE) phase of a software development project 

[2][3]. Requirement elicitation in RE is considered to be the most critical and important 

step due to the reason that most of software project failures are traced back to improper 

requirements collection [4][5]. If the reasons of failure of software are  traced back to 

improper requirements collection, then it becomes very costly to fix changes in 

requirements at a later stage [6][7]. 

Software requirements can be divided into different types i.e. Business 

Requirements (BRs), User Requirements (URs), Functional Requirements (FRs) and 

Non-Functional Requirements (NFRs). BRs deal with benefits and objectives of the 

software to the clients or business [8][9]. URs are high level requirements or features 

of the intended software [10]. FRs are the core requirements of software system 

[11][12]. Developers of the software system deal with FRs [13] while NFRs define 

quality attributes of the software such as usability and security [13][14].  

When planning for a software development project involve large size 

requirements such as an Enterprise Resource Planning (ERP) system, URs are 

prioritized from the perspective of BRs based on cost, time or value of requirements  

for making release plan [8]. Release plan define which requirements to be included in 

particular release and which should not. As FRs belong to URs are inter-related, 
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identifying inter-dependencies and prioritization of FRs also become necessary from 

the perspective of BRs [15].  

After elicitation and release plan development, FRs are scheduled for 

implementation. Accurate cost and time estimation of URs can only be assured if 

dependencies in FRs are considered [16]. The quality of software project depends on 

how well project time and cost are estimated and gets delivered within the estimated 

timeframe. As FRs are inter-related, thus it is necessary to consider dependencies in 

FRs when scheduling the resources such as developers and effort needed to implement 

all FRs [17].  

1.2  Research Motivation  

Cost and time estimation are considered to be success factor as well as reason of failure 

of big projects [18]. According to [19], one of the factors that the release planner must 

consider is the inter-dependencies in FRs. It is imperative to capture all dependencies 

and keep FRs in hierarchical order so that better release plan can be prepared. 

According to survey [20], 90% of big software projects exceed their deadlines either 

by ignoring dependencies during the beginning of the projects or FRs are not well 

prioritized during parallel development, thus increasing waiting time of requirements 

when other depended pre-requisite FRs are over estimated and delayed [21].  

There could be several reasons in software project delays such as improper 

scheduling and improper effort estimation of FRs but one of the main reason of 

challenged or failed projects is that dependencies in FRs are ignored during scheduling 

[21]. When working in a parallel team, pre-requisite FRs should be given high priority. 

Due to its significance, prioritization of FRs become necessary. FRs inter-dependency 

is a crucial aspect during prioritization, since prioritization without managing these 

dependencies in FRs will affect the quality of the results of prioritization. For timely 

development of project, it is necessary to reduce delays while implementing FRs and 

that can be possible if pre-requisite FRs are available in time for parallel developers. 

Delay rate in projects increases when the number of FRs and inter-dependencies in 

FRs increases. So, prioritization is required in order to reduce the effect of 

dependencies as much low as possible. Giving priority to timely important FRs in big 

software projects with large number of FRs are  essential and in this context no 

efficient work has been conducted [22]. According to [17], the probability of delays in 
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software projects increases when the number of dependencies among FRs increases, 

therefore  considering constraints dependencies in FRs before scheduling is very 

important.  

Literature survey in investigating inter-dependencies in FRs during 

prioritization reported only in three out of 65 studies that dealt with inter-dependencies 

in FRs from different perspectives [23]. These techniques include interactive 

requirements prioritization, value-based requirements prioritization and multiple 

aspects-based requirements prioritization. In interactive requirements prioritization, 

directed graph-based approach is used to inter-relate FRs and all FRs are assigned as 

high, medium or low priority by experts [15]. Although FRs are inter-related with this 

approach but it does not assign net priority value (importance) to FRs and depends on 

experts who assign priority to FRs which makes it not suitable for large size FRs.  

In value-based requirements prioritization, two depended FRs will be closed in 

bracket with comma as separator e.g. (R2, R1) which shows R2 is needed for R1 [24]. 

This approach shows importance of pre-requisite FRs from perspective of BRs 

prioritization. it is used for FRs selection during making a release plan from BRs 

perspective. Finally, in multiple aspects-based requirements prioritization, URs are 

collected by considering dependencies in URs from business perspective such as sales, 

marketing, simplicity or innovativeness rather than FRs [25]. Interactive requirements 

prioritization and value-based requirements prioritization approaches are manual-

based approaches, which does not assign net priority values to FRs.  

Another problem with these techniques is scalability, whereby the techniques 

are not scalable for large-sized FRs due to the manual prioritization of the FRs. These 

techniques also do not provide any solution from parallel development perspective of 

FRs prioritization. According to Wiegers [14], new prioritization process is required 

for FRs which will help the project manager to resolve conflicts in FRs before making 

a release plan and scheduling. According to [26], 20% requirements are responsible 

for 80% dependencies and thus it is necessary to identify high priority FRs before 

implementation. Therefore, top priority FRs need to be captured and assigned into high 

priority groups.   It will not only reduce number of dependencies for low priority group 

requirements but when pre-requisite FRs are delayed probability of delay rate will be 

not too much affected.  
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1.3 Problem Statement  

Current work in FRs prioritization lack the abilities to solve dependency issues in 

parallel software development and to identify timely important FRs that may decrease 

waiting time of parallel developers for their pre-requisites. There is a need to prioritize 

FRs before scheduling and implementation. In value-based approach, inter-related FRs 

are only represented before implementation without assigning net importance. 

According to [23], interactive requirements prioritization using Directed Acyclic 

Graph (DAG)  can  provide such a good solution of handling inter-dependencies in 

FRs during prioritization as compared to other techniques. Participation of many 

professional analysts are required to conduct the process.  

Prioritization technique such as the Analytic Hierarchical Process (AHP) 

calculate relative priority of one requirement with respect to other requirements in 

pairwise comparison in effort to reduce the effect of inter-dependencies in FRs for 

parallel developing software. Although AHP assure accuracy as compared to other 

techniques, it requires a high number of comparisons hence is not considered to be 

scalable for large-sized requirements [27][29]. High number of comparisons also 

affect the probability of inconsistency in judgments, along with the quality of 

prioritized FRs [30]. According to [31], excess of the pair-wise correlations permits a 

consistency  pair-wise examinations in AHP deliver much more repetition. Since AHP 

uses a hierarchical structure, it is more suitable for problems that can be structured 

hierarchically, but clearly inadequate to deal large size FRs with a lot of inter-

dependencies among FRs. 

Minimal Spanning Tree (MST) prioritization technique is capable to prioritize 

large size software requirements by reducing pairwise comparisons [32]. This is 

achieved by presenting the FRs in the form of Directed Acyclic Graph (DAG), which 

can then easily be converted to possible number of spanning trees. However, MST is 

scalable for large size requirements by keeping requirements in order. It does not 

assign net importance or priority value to requirements with respect to all other 

requirements and thus not considered to be accurate prioritization technique [31][27].  
To address these issues with AHP and MST, this research proposed a hybrid 

prioritization technique of MST and AHP for FRs prioritization. This is carried out by 

exploiting the capabilities of AHP and MST to prioritize large size software 
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requirements with small number of pairwise comparisons in FRs but with higher 

accuracy and consistency in results.  

1.4  Research Objectives 

The main aim of this thesis is to propose a hybrid approach of Minimum Spanning 

Tree (MST) and Analytic Hierarchical Process (AHP) specific for FRs prioritization. 

In order to achieve the aim, the following objectives are to be fulfilled: 

1. To design a hybrid technique of MST and AHP called SAHP for FRs prioritization. 

2. To assign prioritized FRs from SAHP to priority groups using Numerical 

Assignment (NA) for parallel software development. 

3. To evaluate and compare the proposed FRs prioritization technique based on 

consistency index, scalability, accuracy, and time estimation and delay rate of 

parallel software development via the ODOO ERP as case study. 

1.5  Scope and Limitations of Research 

This research is scoped to FRs in large enterprise using the ODOO ERP as the case 

study. Although there be many factors that cause delays in software projects such as 

limited availability of software project resources, improper effort estimation of 

requirements and incompetency of software developers to implement their 

requirements in estimated time. This research work is also scoped to delays in software 

projects due to waiting time of FRs for their pre-requisite requirements in a parallel 

team development setup. 

Proposed prioritization technique SAHP, AHP, MST, BPL and BST are applied 

on FRs of ODOO ERP. All steps of SAHP using ODOO ERP are applied manually 

accordingly and are given in section 4.3. Using RCPSP model for FRs scheduling, 

time estimation of parallel developers is calculated manually without experts’ 

participation. 
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1.6  Organization of Thesis 

This chapter gives the overview with motivation for functional requirements (FRs) 

prioritization during parallel software development project, problem statements and 

research objectives along with the scope and limitation of the research. The remaining 

chapters in this thesis are organized as follows: 

• Chapter 2 discusses the background study of FRs conducted in detail. 

• Chapter 3 presents the research methodology designed to achieve the thesis 

objectives.  

• Chapter 4 presents design of SAHP and implementation of SAHP using ODOO 

ERP as case study. 

• Chapter 5 presents detail discussion and analysis of results.  

• Chapter 6 presents conclusion and contribution of current research work.
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Introduction 

In this chapter the background study of the different prioritization techniques is 

presented in detail. Some of the techniques that are suitable for one type of 

requirements are not applicable for other types. The purpose of this chapter is to 

overview and discuss the limitations of current prioritization techniques suitable for 

functional requirements (FRs) prioritization.  

Overview of different types of requirements is given in Section 2.2. In Section 

2.3, causes of delays in software projects due to FRs are discussed. FRs priority and 

its significance are given in Section 2.4. In Section 2.5, FRs prioritization approaches 

are presented. Prioritization techniques suitable for FRs are discussed in Section 2.6. 

AHP in combination with other techniques are discussed in Section 2.7. Comparative 

analysis of related work is presented in Section 2.8. In Section 2.9, mathematical laws 

and properties used in design of SAHP are discussed. Summary of the chapter is 

presented in Section 2.10. 
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2.2 Types of Requirements 

There are four types of software requirements, which are Business Requirements 

(BRs), User Requirements (URs), Functional Requirements (FRs), and Non-

Functional Requirements (NFRs) [9][10][14]. 

• User Requirements (URs): URs are the requirements that come from users for 

software system. URs are high level requirements or features of software 

[33][34]. Selection of URs for software system are  based on business 

requirements (BRs) such as selection of URs can be based on cost of 

implementation of requirements or benefits of particular requirements to users 

or business [8].  

• Functional Requirements (FRs): FRs are the core requirements of software 

system. FRs are the requirements which the system must do and must have in 

order to fulfill high level URs. Developers of the system deals with FRs 

[16][13]. Not all but some FRs are inter-related. There are few top priority FRs 

that are responsible for majority of dependencies for low priority FRs [19][26]. 

URs are high level requirements that come from clients while FRs are low level 

requirements that must be implemented for every user requirement. FRs of 

large size software’s such as ODOO ERP are difficult to be developed by one 

developer and thus assigned to parallel development team [35]. 

• Non-functional Requirements (NFRs): NFRs are the requirements which may 

not be directly demanded by user or clients but they are necessary for system 

and helps to implement FRs successfully [36][37]. Quality of system depends 

on how well the system meets its NFRs. Examples are performance, usability, 

portability, inter-operability and security etc. FRs and NFRs together are also 

known as system requirements. So, for a system both FRs and NFRs are 

necessary [13]. 

2.3 Software Projects Failure due to Delay in FRs  

Accurate cost and time estimation are considered to be success factor and reason of 

failure of big projects. Success of any software project is measured not only with how 

much software fulfill its requirements and quality. Also, successful project is the one 
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which is delivered in estimated time and which is cost effective [38][39]. The Standish 

Group study of 2009 reported that only 34% of software projects are successful, 44% 

are challenged and 22% are failed [4]. According to [40], the reasons of failure of 

software projects can be classified into three categories i.e. failure to meet the 

approved schedule, failure of achieving cost objectives and failure of defining clear 

project scope. The author [40] conducted survey on criteria of software projects 

success on projects managers and analysts. Although for analysts, the most critical 

success criteria were not meet user requirements but for project managers, time and 

cost were considered as most important factors of success for any software project. 

According to [39], there are three factors that define the success of any software 

project i.e. time, cost and requirements criteria. Reasons that become the cause of 

projects delay should be evaluated at the beginning of the project. According to [41], 

effective management plays an important role  in  making plan for any project. This 

means requirements management is the key success factor and the way they are 

implemented define the quality of any system. According to [42], project success is 

probably the most commonly conversed topic in the field of project management. 

Countless measures have been presented to prompt the success of a project and most 

common of these success factors are meeting schedule, budget, and performance goals. 

There can be many reasons of exceed in deadlines and cost such as improper 

effort estimation of FRs [43][44], developers experience and incompetency [45], 

technical complexities of projects not considered in start [46] and ignoring 

dependencies in FRs [17]. Ignoring dependencies in FRs during requirements 

collection can increase the estimated time and cost of software projects. Literature 

survey conducted by [20], shows that effort estimation and dependencies in FRs are 

two main causes of requirements that causes delay in software projects. According to 

[17], most of the big software projects exceed their deadlines because constraint 

dependencies in FRs are ignored during scheduling. 

2.4 FRs Priority and its Significance in Parallel Development 

Priority of FRs is giving importance to one requirement over another [47]. Not all but 

some FRs are inter-related such that implementation of one requirement need other 

FRs and thus, pre-requisite FRs should be given high priority[16]. In parallel 
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development projects where multiple teams or members work and implement 

requirements in parallel, FRs should be prioritized because two or more inter-related 

or depended FRs assigned to parallel developers can delay project. According to [35], 

it is the characteristic of large size software systems that it will be developed by parallel 

development teams. The structure of parallel development has profound effect on both 

the quality and timely delivery of a software product.  

In parallel developing projects, many developers work in parallel to implement 

requirements. Requirement that is implemented by one developer can be required for 

other requirement of different team members. In this way, by delaying the needed 

requirement of other team member, requirements waiting time will increase, thus it 

can cause critical delay which at the end will exceed the project deadline. 

Understanding tasks and FRs dependencies in parallel development is must for 

developers in order to deliver software in estimated or less amount of time. For timely 

development of project, it is necessary to reduce delays while implementing FRs and 

that can be possible if pre-requisite FRs are available in time for the dependent 

requirements in parallel development. According to [14], the purpose of systematically 

dealing with requirements interdependencies is to improve decisions made during 

software development and to support early detection of potential problems due to 

requirements interdependencies. Managing requirements interdependencies is about 

identifying, storing, and maintaining information about how requirements relate to and 

affect each other. Delay rate in projects increase when number and dependencies in 

FRs increase and thus prioritization management of FRs is required in order to reduce 

the effect of dependencies as much low as possible.  

According to [17], rate of late delivery of requirements and software projects 

are  directly proportional to the total number of dependencies in requirements of large 

size requirements. When the number of dependencies in requirements increases, 

probability of timely delivery of projects increases. Thus, it is necessary to prioritize 

requirements, so that timely delivery of projects can be assured. According to [48], 

coordination between parallel developers is must while implementing software 

requirements as FRs of software are inter-related. More coordination is needed when 

this dependency increases, and less coordination is needed when effect of dependency 

is reduced. This indicates that for decreasing the effect of dependencies in parallel 

development, requirements of parallel development should be prioritized.  
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According to [49], identification and management of requirements 

dependencies   fundamental challenge in software development organizations 

especially when large requirements are to be implemented by parallel development 

team. Reducing dependencies between two different developers is must. This 

dependency can either be between two requirements or either two team members can 

share same resource. In either case, timely development of project can be affected. 

According to [16], although management of FRs inter-dependencies are  necessary but 

several issues should be addressed such as handling too much inter-dependencies in 

FRs, which  are difficult and time consuming. So scalable approach should be required. 

According to [26] , there are few top priority FRs that are responsible for 75% inter-

dependencies in low priority FRs. Thus, identification of these top priority FRs become 

necessary.  

2.5 Prioritization Techniques Suggested for FRs  

Some techniques are designed specifically for prioritizing particular type of 

requirements, while some techniques are designed for prioritizing all types of 

requirements. However, even there are a lot of techniques suggested to prioritize URs 

from different perspective of BRs and PRs such as Goal-based technique [50], Value-

based technique [24][51], New Lanchester Theory [52], Machine learning based 

prioritization techniques such as Case-Based Ranking (CBR) [53], Clustering 

technique K-mean [54], DRANK [55] , Triage [56], Artificial Neural Network (ANN) 

[57] and  Interactive Genetic Algorithms (IGA) [15].  

According to survey results of more than fifty prioritization techniques [19], 

only three studies have considered dependencies in requirements during prioritization. 

Prioritization techniques that have considered dependencies in requirements during 

prioritization are Multi-Aspects based prioritization [25], Value-based Requirements 

Prioritization [24] and Interactive Requirements Prioritization [15]. 

2.5.1 Multiple Aspects-based Prioritization 

In Multiple aspects-based Prioritization, dependencies in requirements are measured 

on the basis of business or features dependencies where the technique allow the 
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stakeholders to assign a value of the dependency to each requirement individually. For 

example, Dependencies in technical factors such as cost, time, associated risks, 

available resources, complex, and effort required. But, in this way, management of 

dependencies is weak, as the dependencies between the requirements have to be taken 

based on the dependency rate of the requirement on others instead of letting the 

stakeholders or experts directly give a value of the dependency to each requirement 

separately deprived of seeing the possible inter-dependencies of FRs together. This 

volatility of requirements selection and prioritization process is crucial and very 

difficult to handle. Important factors that manage the volatility include market trends, 

changing needs of the users. 

2.5.2  Value-based Requirements Selection 

Based on values of high-level user requirements, low level FRs are prioritized as these 

FRs are inter-related. Each dependent relation is represented by a pair of two 

requirements separated by comma.  

This technique addresses the dependencies in FRs during requirements 

selection process. For small size requirements handling dependencies in Value-based 

Requirements Prioritization is not a problem but for large size requirements, it is 

difficult to fill dependencies due to too many pairs to check for dependencies. 

Dependencies are represented using comma (,) separated lists of requirements. E.g. If 

R1, R2 and R3 are FRs that are to be implemented such that R1 depends on R4, and 

R5, R2 depends on R6, R7, and R8. Similarly, R4 further depends on R9 and R10. 

Possible pair of dependencies will be,   

 

Pair 1: (R1, R4). 

Pair 2: (R1, R5). 

Pair 3: (R2, R6). 

Pair 4: (R2, R7). 

Pair 5: (R2, R8). 

Pair 6: (R4, R9). 

Pair 7: (R4, R10). 
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2.5.3 Interactive Requirements Prioritization  

In Interactive Requirements Prioritization, prioritization of FRs considered 

dependencies in FRs and for which graph-based approach is used for inter-relating and 

prioritizing FRs. In this technique, first of all requirements are represented with DAG 

and then from precedence order of implementation, requirements are numerically 

assigned into three priority groups by experts i.e. high, medium and low.  

Requirements with high priority should precede those with medium priority and 

medium should precede those with low priority. For example, in Figure 2.1, R1 is 

required for R4 and R5 while R4 and R5 are required for R2 and R3 respectively. 

Requirements are categorized into three groups i.e. High priority, medium priority and 

low priority.  Requirements are assigned in such a way that R1 is assigned to high 

priority group, R4 and R5 are assigned to medium priority and R2 and R3 are assigned 

to low priority groups respectively. The requirements assigned to different priority 

groups are shown in Table 2.1. 

 

Figure 2.1: FRs related with directed graph 

Table 2.1: Requirements assigned into Priority Groups from DAG 

Requirement Priority 
R1 High 
R4 Medium 
R5 Medium 
R2 Low 
R3 Low 

 

 

R4 

R1 

R5 

R2 R3 
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2.6 Prioritization Techniques Suitable for FRs Prioritization 

In this section, prioritization techniques that will serve as the base techniques in this 

research are reviewed in detail, which are the Analytic Hierarchical Process (AHP), 

Numerical Assignments (NA), and Minimum Spanning Tree (MST). The presented 

techniques in this section are suitable to prioritize any type of requirements and thus 

these techniques are suitable for FRs prioritization.  

2.6.1 Analytic Hierarchical Process (AHP)  

AHP is an organized decision-making method that is intended to compute complex 

multi-criteria decision problems [11]. The method was formerly suggested by Thomas 

Saaty [58]. A judgment or comparison is numerical representation of relation among 

between two requirements. A matrix is drawn to compare any two requirements based 

on their importance. AHP consists of five phases as shown in Figure 2.2. 

 

 

 

 

 

 

 

 

 

 

Figure 2.2: Phases of AHP [58][61] 

 

 

 

Pairwise comparisons of requirements 

Scoring of requirements during comparison (1 to 9) 

Normalization phase 

Averaging over Normalized Values 

Priority value on basis of overall importance 
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(i) Pairwise comparison of requirements 

Definition 1 [59]. The pairwise comparison matrix for a decision maker with n 

requirements is an n * n matrix 𝐴 = [𝑎𝑖𝑗] is such that: 

           𝑎𝑖𝑗= > 0          For i, j = 1, …, n, and 
 

 𝑎𝑖𝑗= = 1/𝑎𝑗𝑖   For i, j = 1, …, n 
(2.1)   

If 𝑎𝑖𝑗 > 0, this shows matrix is a positive matrix with no negative element and zero 

number in comparison. In comparison matrix,  𝑎𝑖𝑗= = 1/𝑎𝑗𝑖 means that for every 

comparison, there must be a reciprocal value.  
 

(ii) Scoring of requirements during comparison (1 to 9) 

When we compare two requirements pairwise, we put priority score value. Users 

(stakeholders) or experts put priority score between 1 and 9 to requirements on the 

basis of scale values as shown in Table 2. 2. Value 1 shows equal importance while 3 

shows there exist slightly difference in importance while 9 shows there exist extreme 

variation in importance between any two requirements. Importance value can be any 

value between 1 and 9.  

Table 2.2: Scale for Prioritizing Requirements 

How Important Definition 
1 Equal Importance 
2 Intermediate value between 1 and 3 
3 moderate difference in importance 
4 Intermediate value between 3 and 5 
5 Essential difference in importance 
6 Intermediate value between 5 and 7 
7 Major difference in importance 
8 Intermediate value between 7 and 9 
9 Extreme difference in importance 

 

During this phase, all requirements are pairwise compared together and priority score 

are assigned. We will put value 1 for those requirements that have equal importance 

and if priority of requirement is greater than other requirement, then we will put value 

greater than 1. Suppose we want to compare requirement R1 with R2 and R1 is of high 

importance as compared to R2 than any value between 2 and 9 is possible for R1 

against R2. E.g. if priority of R1 against R2 is 2, this means R1 is double in priority as 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



16 

compared to R2 and similarly R2 will be half in priority as compared to R1 thus we 

will put ½ for R2 against R1. E.g. Priority score assigned to R1, R2 and R3 are as 

shown in Table 2.3. 

Table 2.3: Pairwise comparison 

 R1 R2 R3 
R1 1.00 2.0 4.0 
R2 0.50 1.0 2.0 
R3 0.25 0.5 1.0 
Sum 1.75 3.5 7.0 

 

Definition 2 [59]. The weight vector w is of the form: 

𝑤𝑖 = [
𝑤1
𝑤2
𝑤𝑛

] 

where w1, w2 and w3 are total net weights of each requirement. On the basis of these 

weights, score is assigned to all requirements in comparison with other requirements 

and net priority is calculated. E.g. In Table 2.3, priority of R1 against R2 is 2, which 

means if weight score of R1 is 8, then weight of R2 must be 4. 

(iii) Normalization phase 

In this phase normalized values for each requirement against other requirement is 

calculated by dividing priority value of requirement with rows sum for particular 

column to which other requirement belongs. E.g. For requirements of Table 2.3, 

normalized values are shown in Table 2.4.   

Table 2.4: Normalized values 

 R1 R2 R3 
R1 0.571 0.571 0.571 
R2 0.285 0.285 0.285 
R3 0.142 0.142 0.142 
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(iv) Averaging over Normalized Values 

In this phase, normalized values for each requirement against all requirements of each 

column is added to give net priority in all requirements. The column sum shows 

priority values for each requirement. The sum of priority values of all requirements is 

equal to number of requirements. As number of requirements are 4, so sum will be 

equal to 4. R1 gets high priority while R3 gets lowest priority. Sum of normalized 

values for Table 2.4 is shown in Table 2.5. 

Table 2.5: Sum of Normalized values 

 R1 R2 R3 Sum 
R1 0.571 0.571 0.571 1.713 
R2 0.285 0.285 0.285 0.855 
R3 0.142 0.142 0.142 0.427 
Sum 4 

 

Definition 3 [60]. Eigenvector is a vector that contains all prioritized requirements 

such that: 

𝑣 = [ 𝑅1, 𝑅2, 𝑅𝑛] (2.2)   

where 𝑅𝑖 > 0 and ∑ 𝑅𝑖
𝑛
𝑖=1 = 1. 

Eigenvector is a matrix that contains final prioritized requirements after 

comparisons. E.g. In Table 2.5, column sum represents eigenvector with all prioritized 

requirements. The above condition is true only when decision maker is consistent in 

comparisons. Instead of taking weight matrices, we can take comparison matrix and 

eigenvector. 

Definition 4 [60]. Eigenvalue λ is a scalar associated with eigenvector such that: 

Av =  λv (2.3)   

where λ is total number of requirements i.e. n but only for consistent matrix. A is comparison 

matrix and v show eigenvector. 
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Definition 5 [60]. The principal eigenvalue denoted λ𝒎𝒂𝒙, of a comparison matrix A 

is the largest eigenvalue of that matrix. λ𝑚𝑎𝑥 can be calculated as given below. 

λ𝒎𝒂𝒙   =
( λ1 +   λ2 +   λ3)

3
 

(2.4) 

where ƛ1, ƛ2, and ƛ1 are associated eigenvalues with each requirement of eigenvector. 

Theorem 1. For a reciprocal n by n matrix with all entries greater than zero, the 

principal eigenvalue, 𝜆𝑚𝑎𝑥ill be greater than or equal to n. That is, n ≤  𝜆𝑚𝑎𝑥 [59]. 

Theorem 2. A is consistent if and only if n = 𝜆𝑚𝑎𝑥 [58] 

Based on Definition 6, Theorem 1 and Theorem 2, we can calculate 𝜆𝑚𝑎𝑥.  𝜆𝑚𝑎𝑥 equal 

to n shows matrix is consistent while for inconsistent matrixes, its value is greater than 

n. Increase in value of  𝜆𝑚𝑎𝑥 shows more and more inconsistency in judgments.  

Consistency Index (CI) and Consistency Ratio (CR) are calculated to measure 

the inconsistency in judgments using the following Equation 2.5 and Equation 2.6 [61]. 

CI =  (𝜆𝑚𝑎𝑥 − 𝑛) / 𝑛 − 1 (2.5) 

𝐶𝑅 =
𝐶𝐼

𝐼𝑅
 (2.6) 

where IR is random index scale defined for a particular matrix size as shown in Table 

A8 of Appendix. If CR value become 0, this shows CI is zero, n = 𝜆𝑚𝑎𝑥 and matrix is 

fully consistent with no judgmental errors. When value of CR is greater than 0, this 

shows matrix has inconsistencies in requirements priority but if value of CR is less 

than 0.1, then this inconsistency is acceptable but when CR > 01, this shows quite 

variation in judgments.  

Table 2.5 shows that each pair of requirements only needs to be compared once 

with total of n(n-1)/2 comparisons, where n is the number of requirements. For 

example, if the number of requirements is ten then AHP will perform forty-five times 

comparisons of the requirements. If the requirements increase in size, so does the 

processing time. If the requirements are thousand, there will be 1000*(1000-1)/2 = 

499,500 comparisons, which is both very time consuming and difficult to execute.  
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Since prioritizations are seldom consistent when making comparative 

judgments, AHP assumes inconsistency in judgments and allows for the calculation of 

a consistency ratio to re-evaluate inconsistent judgments. This consistency check is 

possible due to the redundancy of the pairwise comparisons. However, this redundancy 

also results in a dramatic increase in the number of comparisons as the number of 

requirements increases. Though, by reducing the number of redundant comparisons, 

the ability to classify inconsistent judgments can also be reduced accordingly. In many 

studies, authors applied AHP to prioritize small size requirements. Discussion in the 

light of literature review in AHP is given below. 

[28] prioritized software system requirements i.e. FRs along with NFRs using 

AHP. NFRs are normally ignored when prioritizing FRs, but NFRs are as much 

necessary as its FRs. Every FRs have some NFRs associated. From this study, author 

concluded that although NFRs are ignored when comparing FRs, prioritizing FRs in 

the context of NFRs is as much necessary as FRs. In another research study, AHP is 

applied for prioritizing NFRs [62]. 

In [29], author efficiently applied AHP for prioritizing requirements during 

elicitation phase. In another paper, the author prioritized FRs in relation with NFRs 

using AHP method of pairwise comparisons [28]. Every functional requirement will 

be compared against its associated nonfunctional requirement and thus all FRs will be 

prioritized accordingly based on NFRs. This shows that paying attention to 

nonfunctional requirements can change priority for functional requirements. In another 

research study [63], improved approach of goal oriented for requirement prioritization 

during elicitation is discussed. Bagheri [64] used concepts of AHP in his study and 

identified best possible features for software product in product line. According to 

[30], accuracy and consistency of final prioritized requirements can be affected due to 

large number of comparisons. 

AHP is thus applied on requirements but with size no more than few. For large 

size requirements software’s, AHP is not applied due to scalability issues. 

Furthermore, AHP is not applied to prioritize FRs in parallel development.  
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2.6.2 Numerical Assignment (NA)  

Using NA, requirements are categorized into different groups with high, medium, and 

low priority. Number of priority groups can vary. The priority of requirements inside 

each group is considered the same but priority of high priority group is greater than 

medium which is greater than low priority group. In this technique, number of groups 

can be increased but there are no criteria defined on the basis of which requirements 

can be assigned to group. But the technique helps in easy management of requirements 

i.e. which set of requirements to be implemented first and which should not.  

This technique can be used in combination with other techniques in order to 

better prioritize requirements e.g. requirements at initial stage can be categorized into 

different priority groups and inside groups, therefore any of the available technique 

from literature can be applied to further prioritize requirements of each group. So in 

this way,  within a  group, the requirements can be ordered [65]. For example, given 

100 requirements ([R1, R2, R3, …, R100]), these requirements are assigned into four 

priority groups by applying NA technique in such a way as shown as follows. 

Group 1 = [R1, R2 … R25]; 

Group 2 = [R26, R27 … R50]; 

Group 3 = [R51, R52 … R75]; 

Group 4 = [R76, R77 … R100]; 

Priority order or value is assigned to each group e.g. Group 1 > Group 2 > 

Group 3 > Group 4. Inside each group, priority of all requirements will be considered 

as same. According to [31], sub-groups are also possible and this way of creating sub-

groups is known as priority groups e.g. Group 1 = (Priority group 1 = [R1, R2 … R10], 

Priority group 2 = [R11, R12 …, R25]) such that Priority group 1 > Priority group 2.  

Massey [66] suggested a NA technique for prioritizing legal requirements. This 

technique can be used by novel or current systems that must fulfill the laws or rules to 

rank the requirements concerning to those laws and regulations. The author in his study 

concentrated on EHR (electronic health records) systems, which must obey with 

HIPAA (health insurance portability accountability Act).  Specifically, he applied 

technique on the 63 requirements defined for iTrust, an open source EHR system. 
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Outcome of research shows that the iTrust requirements had 17 requirements with no 

mapping to appropriate component of the legal text. 19 requirements demanded 

additional modification and 27 requirements are legally implementation-ready. In 

addition, this work proves that numeral assignment method of prioritizing 

requirements might be beneficial in the legitimate domain. 

2.6.3 Minimal Spanning Tree (MST) 

This technique was introduced by [32], to prioritize large size requirements. In MST, 

all requirements are arranged in MST in order such that priority of one requirement is 

higher than priority of other requirement. As compared to AHP, MST does not 

compare all requirements, but only necessary requirements are compared to make 

order of all requirements together. Redundancies in MST based approach can be easily 

reduced. Figure 2.3 shows steps of prioritization with MST. 

 

Figure 2.3: Prioritization with MST [32] 

In step 1, n-1 pairs of requirements will be outlined so that minimal spanning 

tree can be constructed. In step 2, n-1 pair of requirements will be compared using 

scale from 1 to 9 where 1 shows minimum importance while 9 shows extreme 

importance. E.g. if requirement A is of high priority as compared to B and B is of high 

priority as compared to C, then there is no need to compare requirement A with C 

because priority of A will already be higher than that of  C. Total pairwise comparisons 

with MST depends on the number of edges in a tree. Total comparisons in MST is 

given in Equation 2.7 where n shows total requirements in MST.  

 

Begin  

Step 1: As preparation, outline n-1 unique pairs of requirements so that minimal 

spanning tree can be constructed. 

Step 2:  As execution, compare all outlined pairs of requirements using the scale from 1 

to 9. 

Step 3:   As presentation, compute the priorities by taking the mean of the existing 

priorities of all possible ways in which they are connected. 

End 
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Total comparisons = n – 1                                               (2.7) 

Thus, when the number of requirements in MST increases, total comparisons 

increases. Figure 2.4 shows R1, R2, R3 and R4 are arranged in order in MST such that 

priority of R1 is greater than R2 while R2 priority is greater than R3 and R4. This 

shows priority of R1 will be greater than R3 and R4. There is no need to compare R1 

with R3 and R4. In step 3 of MST, we can compute missing priorities e.g. R1 with 

respect to R3 and R4.  

 

Figure 2.4: Requirements represented with MST 

For example, if priority of R1 in comparison with R2 is 9 and priority of R2 in 

comparison with R3 is also 9 then geometric mean will also become 9. Thus, without 

comparing R1 and R3, priority of R1 in comparison with R3 will become 9. Next, if 

the developer has to decide between R3 and R4 the one with higher priority, than there 

are two ways. If R2 is more important than R3 as compared to R4, this means priority 

of R4 will be greater than R3 but if priority of R2 in comparison with R4 is greater 

than R3, then priority of R3 will be greater than R4. Priority of R3 and R4 will be 

equal if priority of R2 in comparison with both R3 and R4 are equal. 

• Directed Acyclic Graph (DAG) 

Graph based approaches can be used to represent and relates requirements with one 

another. Graph is comprised of vertices (V) and edges (E). Vertices shows the entity 

or node of a system while through edges different vertices are linked together. Based 

on the types of links and connectivity. There are two types of graphs; directed graph 

and undirected graph [67]. An undirected graph is the one in which  a set of objects 

R1 

R2 

R4 R3 
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(called vertices or nodes) that are connected together, where all the edges are 

bidirectional [68]. In directed graph [69][68], the edges that connect two vertices have 

a direction that points from one vertex to other vertex as shown in Figure 2.5.  

 

Figure 2.5: Directed Acyclic Graph 

Directed graph can either be cyclic or acyclic. Directed acyclic graph (DAG) 

is one which doesn’t possess any recurrent cycle. For FRs, we can use only DAG 

because repeated cycles in FRs inter-connectivity is not possible as requirement need 

can be only uni-directional. 

In Graph Theory and Computer Science, an adjacency matrix is a square 

matrix used to represent a finite graph [70]. The elements of the matrix indicate 

whether pairs of vertices are adjacent or not in the graph. For a simple graph with 

vertex set V, the adjacency matrix is a square |V| × |V| matrix A such that its 

element Aij is one when there is an edge from vertex i to vertex j, and zero when there 

is no edge.  

•  MST from Directed Acyclic Graph (DAG) 

MST are special sub-graphs that have several important properties. First, if T is a 

spanning tree of graph G, then T must span G, meaning T must contain every vertex in 

G. Second, T must be a sub-graph of G. In other words, every edge that is in T must 

also appear in G. Third, if every edge in T also exists in G, then G is identical to T 

[67][69]. MST can be formed simply either by performing breadth-first search (BFS) 

or depth-first search (DFS). These graph search algorithms are only dependent on the 

number of vertices in the graph, so they are quite fast [71][72]. There are a few general 

properties of spanning trees as given as follows. 

• A connected graph can have more than one spanning trees.  

V1 

V3 V2 
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• All possible spanning trees for a graph G have the same number of edges and 

vertices. 

• Spanning trees do not have any cycles. 

• Spanning trees are all minimally connected. That is, if any one edge is 

removed, the spanning tree will no longer be connected. 

• Adding any edge to the spanning tree will create a cycle. So, a spanning tree is 

maximally acyclic. 

This study used the concept of DAG and MST to represent and interrelated 

software FRs. Through spanning trees, one can easily structure all the dependent 

requirements.  

2.6.4 Cumulative Voting (CV) 

Cumulative voting (CV) is a method where stakeholders are given 100 dollars and they 

have to distribute on all possible requirements just like voting mechanism [73][74]. 

This technique is also known as 100 dollars method. The requirement with high votes 

will be given more priority. Refer to Figure 2.3, R1 will get high number of votes 

because it is required for all other requirements. In this way, priority votes of R2 will 

be higher than R3 and R4. Votes of R3 and R4 can be equal in case of FRs as these 

requirements are not dependent and inter-related. E.g. R1 gets 40 votes, R2 gets 30 

votes while R3 and R4 gets equal votes of 15 each. This number of votes can be any 

but R1 votes be higher than R2 and R2 votes should be higher than R3 and R4.  

2.6.5 Binary Priority List (BPL) 

Binary Priority List (BPL) is prioritization technique where Requirement with high 

priority is kept on top side of that requirement while requirement with low priority is 

kept bottom of the root requirement selected. According to author [75], if many 

requirements have similar priorities, then list of requirements can be considered either 

on left or left side. In this way, upcoming requirements are compared and kept on either 

down or top side. In this way, one can draw hierarchy of requirements in order of their 

priorities. Step by step approach of prioritization with BPL is given as follows. 
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APPENDIX 

Table A1: Classification of use-cases on the basis of number of transactions 

Use-case Complexity Number of Transactions Use-case Weight 
Simple <= 3 5 
Average 4 to 7 10 
Complex >7 15 

Table A2: Classification of requirements of ODOO based on number of transactions 

A B C D 
Require-

ment 
Efforts/ 
hours 

Require-
ment 

Efforts/ 
hours 

Require-
ment 

Efforts/ 
hours 

Require-
ment 

Efforts/ 
hours 

R1 Simple R25 Simple R49 Average R73 Average 
R2 Simple R26 Simple R50 Average R74 Average 
R3 Simple R27 Simple R51 Average R75 Average 
R4 Simple R28 Simple R52 Average R76 average 
R5 Simple R29 Simple R53 Average R77 Simple 
R6 Simple R30 Simple R54 Average R78 Simple 
R7 Simple R31 Simple R55 Average R79 Average 
R8 simple R32 Average R56 Simple R80 average 
R9 Simple R33 Simple R57 Simple R81 Average 

R10 Simple R34 simple R58 Simple R82 Simple 
R11 Simple R35 Complex R59 Average R83 Average 
R12 Simple R36 complex R60 Complex R84 Average 
R13 Simple R37 Simple R61 complex R85 Simple 
R14 Simple R38 Average R62 Average R86 Average 
R15 Simple R39 Average R63 Average R87 Simple 
R16 Simple R40 Average R64 Average R88 Simple 
R17 Average R41 Simple R65 Average R89 Simple 
R18 Average R42 Complex R66 Average R90 Average 
R19 Average R43 Simple R67 average R91 Average 
R20 Simple R44 Average R68 Average R92 Average 
R21 complex R45 Average R69 average R93 Simple 
R22 Average R46 Simple R70 Average R94 Average 
R23 Average R47 Simple R71 Average R95 Simple 
R24 Simple R48 Simple R72 Average R96 Simple 
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 Table A3: Classification of Actors for each use-cases 

Actor Complexity Example Actor Weight 
Simple A System with defined API 1 
Average A System interacting through a Protocol 2 
Complex A User interacting through GUI 3 

Table A4: Factors of technical complexity 

Factor Description Weight Rated Values 
(0 to 5) (RV) 

Impact (I = 
W * RV) 

T1 Distributed System 2.0 0.0 0.0 
T2 Response time or throughput performance 

objectives 
1.0 4.0 4.0 

T3 End user efficiency 1.0 4.0 4.0 
T4 Complex internal processing 1.0 0.0 0.0 
T5 Code must be reusable 1.0 4.0 4.0 
T6 Easy to install 0.5 2.0 1.0 
T7 Easy to use 0.5 4.0 2.0 
T8 Portable 2.0 1.0 2.0 
T9 Easy to change 1.0 4.0 4.0 
T10 concurrent 1.0 0.0 0.0 
T11 Includes special security objectives 1.0 0.0 0.0 
T12 Provides direct access for third parties 1.0 0.0 0.0 
T13 Special user training facilities are required 1.0 0.0 0.0 

Total Technical Factor (TFactor) 21.0 

Table A5: Factors for environmental complexity 

Factor Description Weight Rated 
values 
(0 to 5) 
(RV) 

Impact (I 
= W * RV) 

F1 Familiar with the project model that is 
used 

1.5 5.0 7.5 

F2 Application experience 0.5 5.0 2.5 
F3 Object-oriented experience 1.0 5.0 5.0 
F4 Lead analyst capability 0.5 5.0 2.5 
F5 Stable requirements 2.0 5.0 10.0 
F6 Part-time staff -1.0 4.0 -4.0 
F7 Difficult programming language -1.0 0.0 0.0 

Total Environment Factor (EFactor) 23.5 
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Table A6: Pairwise comparing FRs with MST, SAHP 

Notation Compared with Notation Compared with 
R1  R51 R42 
R2 R1 R52 R41 
R3  R53 R54 
R4 R1 R54  
R5 R6, R8 R55 R54 
R6 R6 R56  
R7  R57  
R8  R58 R37, R57 
R9  R59 R42 

R10 R1 R60 R34, R41 
R11 R1 R61 R35 
R12 R1, R16 R62 R35 
R13 R16 R63 R37 
R14  R64 R33 
R15  R65 R41 
R16  R66 R34 
R17 R1 R67 R1, R8 
R18 R1 R68 R60 
R19 R17 R69 R61 
R20 R17, R1 R70 R34 
R21 R12, R14, R15 R71 R34 
R22 R1 R72 R41 
R23 R1 R73 R33 
R24 R8 R74  
R25 R1 R75  
R26 R24 R76  
R27 R24 R77  
R28 R24 R78  
R29 R24 R79 R76 
R30  R80 R70 
R31 R29 R81 R1, R6 
R32 R35 R82  
R33  R83  
R34  R84  
R35 R34, R33, R37 R85  
R36 R32, R33 R86  
R37  R87  
R38 R39 R88  
R39 R33 R89  
R40 R45 R90 R34 
R41  R91  
R42 R34, R43, R41 R92 R91 
R43  R93 R92 
R44 R43, R41 R94 R93 
R45  R95 R94 
R46  R96 R95 
R47 R46 R97  
R48  R98  
R49 R47 R99 R100 
R50 R47 R100  
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Table A7: Pairwise comparing FRs with BPL, BST 

Notation Compared with Notation Compared with 
R1  R51 R42, R34, R43, R41 
R2 R1 R52 R41 
R3  R53 R54 
R4 R1 R54  
R5 R6, R8 R55 R54 
R6 R6 R56  
R7  R57  
R8  R58 R37, R57 
R9  R59 R42, R34, R43, R41 

R10 R1 R60 R34, R41 
R11 R1 R61 R35, R34, R37 
R12 R1, R16 R62 R35, R34, R37 
R13 R16 R63 R37 
R14  R64 R33 
R15  R65 R41 
R16  R66 R34, R34 
R17 R1 R67 R1, R8 
R18 R1 R68 R60, R34, R41 
R19 R17, R1 R69 R61, R35, R34, R37 
R20 R17, R1,  R70 R34 
R21 R12, R14, R15, R1, R16 R71 R34 
R22 R1 R72 R41 
R23 R1 R73 R33 
R24 R8 R74  
R25 R1 R75  
R26 R24, R8 R76  
R27 R24, R8 R77  
R28 R24, R8 R78  
R29 R24, R8 R79 R76 
R30  R80 R70, R34 
R31 R29, R24, R29 R81 R1, R6 
R32 R35, R34, R37 R82  
R33  R83  
R34  R84  
R35 R34, R33, R37 R85  
R36 R32, R33, R35, R34, R37 R86  
R37  R87  
R38 R39, R33 R88  
R39 R33 R89  
R40 R45 R90 R34 
R41  R91  
R42 R34, R43, R41 R92 R91 
R43  R93 R92 
R44 R43, R41 R94 R93 
R45  R95 R94, R93 
R46  R96 R95, R94, R93 
R47 R46 R97  
R48  R98  
R49 R47, R46 R99 R100 
R50 R47, R46 R100  
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Table A8: Scale for Random Index (RI) 

Requirement (n) RI 
1 0 
2 0 
3 0.58 
4 0.9 
5 1.12 
6 1.24 
7 1.32 
8 1.41 
9 1.45 

10 1.49 
11 1.51 
12 1.48 
13 1.56 
14 1.57 
15 1.59 
16 1.60 
17 1.62 
18 1.62 
19 1.63 
20 1.65 

 Table A9: Delay of 5 UCP in UN-prioritized FRs 

 

 

 

Group A Group B Group C Group D Group E 
Completion time Completion time Completion 

time 
Completion time Completion time 

R1 9 R25  4+9 R23  6.5+9 R2  4+9 R18  6.5+9 
R4  4 R10  4 R22  6.5 R11  4 R17  11.5 

R67  6.5+31 R20  4+10 R16 9 R19  6.5+10 R21  9+36.5 
R13  4 R6 9 R12  4 R14 9 R28  4 
R15 9 R81  6.5 R8, 9 R5  4+1.5 R66  6.5 
R24  9 R29  4+26 R26 4+28.5 R27  4+24.5 R90  6.5 
R31  4 R34 9 R41 9 R42  14+44 R33 9 
R35  14+22 R70  6.5 R37 9 R71  6.5 R61 9+14 
R59  6.5 R68  6.5+11.5 R60  9 R62  6.5 R52 4 
R36 9 R80 6.5 R51  6.5+31 R69  6.5 R63 6.5 
R65 6.5 R43 9 R32  6.5 R72  6.5 R39 11.5 
R64 6.5 R44  6.5 R58  4+6.5 R49 6.5 R53 6.5+4 
R47  4 R46 4 R50  6.5 R38  6.5 R79 6.5+22 
R57 9 R73  6.5 R76 11.5 R55 6.5 R93 9 
R45 11.5 R54  11.5 R40  6.5 R92 6.5 R100 6.5+32 
R96 4+41.5 R91 11.5 R94  11.5+9 R73 11.5 R30 4 
R99 11.5 R95 4+37..5 R7 4 R75 6.5 R77 4 
R48 4 R9 4 R56 4 R84 6.5 R85 4 
R78 4 R74 6.5 R82 4 R98 6.5 R88 4 
R86 6.5 R83 6.5 R87 4     

  R97 6.5 R89 4     
          

237 230.5 223 217.5 246 
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Table A10: Delay of 5 UCP in top priority group with 5 FRs (SAHP) 

Table A11: Delay of 5 UCP in top priority group with 15 FRs (SAHP) 

Group A Group B Group C Group D Group E 
Completion time Completion time Completion time Completion time Completion time 

R1 9 R34 9 R8, 9 R14 9 R33 9 
R15 9 R6 9 R37 9 R2 4 R93 9 
R45 11.5 R43 9 R41 9 R11 4 R18  6.5 
R4 4 R54  11.5 R16 9 R19  6.5+14 R17  6.5 

R67  6.5 R91 11.5 R23 6.5 R5  4 R21  9+15.5 
R13  4 R25  4 R12 4 R27  4+6.5 R28  4 
R24  4 R10  4 R22  6.5 R42  9 R66  6.5 
R31  4+24.5 R20  4 R26  4 R71  6.5 R90  6.5 
R35  9 R81  6.5 R60  9 R62  6.5 R61  9 
R59  6.5 R29  4 R51 6.5 R69  6.5 R52 4 
R36  9 R70  6.5 R32  6.5 R72  6.5 R63 6.5 
R65  6.5 R68 6.5 R58  4+43 R49 6.5+31 R39 6.5 
R64 6.5 R80 6.5 R50 6.5 R38 6.5 R53 6.5 
R47  4 R44  6.5 R76 6.5 R55 6.5 R79 6.5+34 
R57 4 R46 4 R40 6.5 R92  6.5 R100 6.5+21 
R96  4+34 R73 6.5 R94  6.5 R73 6.5 R30 4 
R99 6.5 R95 R94 4+43 R7 4 R75 6.5 R77 4 
R48 4 R9 4 R56 4 R84 6.5 R85 4 
R78 4 R74 6.5 R82 4 R98 6.5 R88 4 
R86 6.5 R83 6.5 R87 4     

  R97 6.5 R89 4     
          

181 179.5 172 170 189 
 

 

Group A Group B Group C Group D Group E 
Completion time Completion time Completion 

time 
Completion time Completion time 

R1 4 R34 9 R41 9 R2  4+4 R33 9 
R4  4 R25  4 R8, 9 R11 4 R18  6.5 

R67  6.5+18 R10 4 R37 9 R19  6.5+10 R17  6.5 
R13  4 R20  4+5 R23  6.5 R14 4 R21  9+26 
R15 4 R6 4 R22  6.5 R5  4 R28  4 
R24 4 R81  6.5 R16 4 R27  4+8 R66  6.5 
R31  4 R29 R24 4+16 R12  4 R42  9+38 R90 6.5 
R35  9 R70  6.5 R26  4+18.5 R71  6.5 R61  9 
R59  6.5+38 R68 6.5+6.5 R60  9 R62  6.5 R52 4 
R36  9 R80 6.5 R51  6.5+16 R69  6.5 R63  6.5 
R65  6.5 R43 4 R32  6.5 R7 6.5 R39 6.5 
R64 6.5 R44  6.5 R58  4+23.5 R49 6.5+4.

5 
R53 6.5+10

+32.5 
R47 4 R46 4 R50  6.5 R38  6.5 R79  6.5 
R57 4 R73  6.5 R76 6.5 R55 6.5 R93 4 
R45 6.5 R54  6.5 R40  6.5 R92  6.5 R100 6.5+21 
R96  4+31.5 R91 6.5 R94  6.5+4 R73 6.5 R30 4 
R99 6.5 R95  4+49.5 R7 4 R75 6.5 R77 4 
R48 4 R9 4 R56 4 R84 6.5 R85 4 
R78 4 R74 6.5 R82 4 R98 6.5 R88 4 
R86 6.5 R83 6.5 R87 4     

  R97 6.5 R89 4     
195 193.5 186 178 203 
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Table A12: Delay of 5 UCP in top priority group with 20 FRs (SAHP) 

 

Table A13: Delay of 5 UCP in top priority group with 25 FRs (SAHP) 

Group A Group B Group C Group D Group E 
Completion time Completion time Completion time Completion time Completion 

time 
R1 9 R34 9 R8 9 R14 9 R33 9 
R4  4 R6 9 R37 9 R42  14 R93 9 

R15 9 R43 9 R41 9 R2  4 R39 11.5 
R45 11.5 R54  11.5 R16 9 R11  4 R17  11.5 
R24  9 R91 11.5 R76 11.5 R19  6.5 R18 6.5 
R99 11.5 R25 4 R94  11.5 R5  4 R21  9+22 
R35  14 R10 4 R23  6.5 R27 4 R28  4 
R57 9 R20  4 R12  4 R71  6.5 R66  6.5 
R47  4 R81  6.5 R22  6.5 R62  6.5 R90  6.5 
R67  6.5 R29  4 R26  4 R69  6.5+24 R61  9 
R13  4 R70  6.5 R60  9 R72  6.5 R52 4 
R31  4 R68  6.5 R51  6.5 R49 6.5 R63  6.5 
R59  6.5 R80 6.5 R32  6.5 R38  6.5 R53 6.5 
R36  9 R44  6.5 R58  4 R55 6.5 R79 6.5 
R65  6.5 R46 4 R50 6.5 R92  6.5 R100 6.5 
R64 6.5 R73  6.5 R40  6.5 R73 6.5 R30 4 
R96 4 R95  4 R7 4 R75 6.5 R77 4 
R48 4 R9 4 R56 4 R84 6.5 R85 4 
R78 4 R74 6.5 R82 4 R98 6.5 R88 4 
R86 6.5 R83 6.5 R87 4     

  R97 6.5 R89 4     
142.5 136.5 139 147.5 150 

 

Group A Group B Group C Group D Group E 
Completion time Completion time Completion 

time 
Completion time Completion 

time 
R1 9 R34 9 R41 9 R14 9 R33 9 

R15 9 R6 9 R8, 9 R2  4 R93 9 
R45 11.5 R43 9 R16 9 R11  4 R39 11.5 
R24  9 R54  11.5 R37 9 R19  6.5+25.5 R18 6.5 
R99 11.5 R91 11.5 R76 11.5 R5  4 R17  6.5 
R35  14 R25  4 R23  6.5 R27  4 R21  9+22 
R4  4 R10  4 R22  6.5 R42  9 R28  4 

R67  6.5 R20  4 R12  4 R71  6.5 R66  6.5 
R13  4 R81  6.5 R26  4 R62  6.5 R90  6.5 
R31  4 R29 4 R60  9 R69  6.5 R61  9 
R59 6.5 R70  6.5 R51  6.5 R72  6.5 R52 4 
R36  9 R68 6.5 R32  6.5 R49,  6.5+23 R63  6.5 
R65  6.5 R80 6.5 R58 4+25 R38  6.5 R53 6.5 
R64 6.5 R44  6.5 R50  6.5 R55,  6.5 R79  6.5 
R47  4 R46 4 R40  6.5 R92  6.5 R100 6.5 
R57 4 R73  6.5 R94  6.5 R73 6.5 R30 4 
R96 4+24 R95  4+30 R7 4 R75 6.5 R77 4 
R48 4 R9 4 R56 4 R84 6.5 R85 4 
R78 4 R74 6.5 R82 4 R98 6.5 R88 4 
R86 6.5 R83 6.5 R87 4     

  R97 6.5 R89 4     
161.5 166.5 159 167 145.5 
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Table A14: Delay of 5 UCP in top priority group with 25 FRs (AHP) 

Group A Group B Group C Group D Group E 
Completion time Completion 

time 
Completion time Completion time Completion time 

R1 9 R34 9 R41 9 R42  9 R33 9 
R35  14 R46 9 R8 9 R14 9 R93 9 
R24  9 R43 9 R37 9 R2 4 R3 11.5 
R57 9 R54  11.5 R16 9 R11 4 R18 6.5 
R45 11.5 R6 9 R60  14 R19  6.5+16.5 R17 6.5 
R15 9 R91 11.5 R94 6.5 R5  4 R21  9+19 
R4 4 R97 11.5 R23  6.5 R27  4 R28  4 

R67  6.5 R70  11.5 R12  4 R71  6.5 R66  6.5 
R13 4 R25  4 R22  6.5 R62  6.5 R90  6.5 
R31  4+28.5 R10 4 R26  4 R69  6.5+26.5 R61  9 
R59  6.5 R20  4 R51  6.5 R72  6.5 R52 4 
R36  9 R81  6.5 R32  6.5 R49 6.5+31.5 R63 6.5 
R65  6.5 R29  4 R58  4 R38 6.5 R53 6.5 
R64 6.5 R68  6.5 R50  6.5+46.5 R55 6.5 R79  6.5+40.5 
R47 4 R80 6.5 R76 6.5 R92  6.5 R100 6.5 
R96  4 R44  6.5 R40  6.5 R73 6.5 R30 4 
R99 6.5 R73  6.5 R7 4 R75 6.5 R77 4 
R48 4 R95  4 R56 4 R84 6.5 R85 4 
R78 4 R9 4 R82 4 R98 6.5 R88 4 
R86 6.5 R74 6.5 R87 4     

  R83 6.5 R89 4     
162 151.5 180.5 193 183 

 

Table A15: Delay of 5 UCP in top priority group with 25 FRs (MST) 

Group A Group B Group C Group D Group E 
Completion time Completion time Completion time Completion time Completion time 

R1 9 R34 9 R8, 9 R71  11.5+9 R33 9 
R24 9 R43 9 R37 9 R2  9 R93 9 
R35  14 R46 9 R94  11.5 R11  4 R66  11.5 
R78 4 R73  11.5 R41 9 R19  6.5+43.5 R90  11.5 
R64 11.5 R25 9 R16 9 R14 4 R63  11.5 
R4  4 R70  11.5 R23 11.5 R27  4 R39 11.5 

R67  6.5+33 R10 4 R12  4 R42  9 R18 6.5 
R13  4 R20 4+14 R22 6.5 R62 6.5 R17  6.5 
R15 4 R6 4 R26  4 R69 6.5+14.5 R21  9+22.5 
R31  4 R81  6.5 R60  9 R72 6.5 R28  4 
R59  6.5 R29  4 R51  6.5+18 R49 6.5 R61  9 
R36  9+4 R68  6.5 R32  6.5 R5  9 R52  4 
R65  6.5 R80 6.5 R58  4+23.5 R38  6.5 R53 6.5 
R47  4 R44  6.5 R50  6.5 R55 6.5 R79  6.5+22 
R57 4 R54  6.5 R76 6.5 R92  6.5 R100,  6.5 
R45 6.5 R91 6.5 R40  6.5 R73 6.5 R30 4 
R96  4 R95 4 R7 4 R75 6.5 R77 4 
R99 6.5 R9 4 R56 4 R84 6.5 R85 4 
R48 4 R74 6.5 R82 4 R98 6.5 R88 4 
R86 6.5 R83 6.5 R87 4     

  R97 6.5 R89 4     
164.5 162 180.5 195.5 183 
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