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ABSTRACT
As one of the most challenging problems in the next generation high-speed network constrain on service on routing, Bellman-Ford routing algorithm is one of the approach techniques being used to provide best strategy for QoS routing problems. This paper present the powerful of Bellman-Ford in solving most multiple constrained routing problems arise in the network. The discussions also highlight the application, advantages, and potential problems of the Bellman Ford as well as comparison with Dijkstra routing algorithm.
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INTRODUCTION
The classic Bellman-Ford algorithm that solves the single-source shortest path (SSSP) problem in network has been widely used and studied for over 35 years (Kolliopoulos and Stein, 1998).

Normally, when the diagram was given, the Bellman-Ford algorithm will find the shortest paths from a given source node subject to the constraints at most one link, then 2 most links and so on. The first step is to find all nodes 1 hop away, then find all nodes 2 hops away and followed by 3 hops and so on. The Iteration table is created based on the number of links. The routing table is formed based on the iteration table.

Routers that utilize these algorithm have to maintain the distance tables (which is a one-dimension array called "a vector"), which tell the distances and shortest path to sending packets to each node in the network. The information in the distance table is always updated by exchanging information with the neighboring nodes. The number or data in the table equals to all nodes in networks (excluded itself). The columns of table represent the directly attached neighbors whereas the rows represent all destinations in the network. Each data contains the path for sending packets to each destination in the network and distance or time to transmit on that path (also known as cost). The measurements in this algorithm are the number of hops, latency and the number of outgoing packets.

The Bellman-Ford algorithm enables each node receives some information from one or more of its directly attached neighbors. The process of exchanging information will continue until no more information is exchanged between the neighborhoods. This algorithm does not require all of the nodes to operate in lock step with each other. Lock step can be defined that every time the nodes operate it does not need to use the same route.

There is a shortest path from s to any other vertex that does not contain a non-negative cycle (can be eliminated to produce a shorter path). The maximal number of edges in such a path with no cycles is \( |V| - 1 \), due to it can have at most \( |V| \) nodes on the path if there is no cycle. Therefore, it is enough to check paths of up to \( |V| - 1 \) edges.

The Bellman-Ford algorithm uses \( d[u] \) as an upper bound on the distance \( d[u,v] \) from \( u \) to \( v \). The algorithm progressively decreases an estimate \( d[v] \) on the weight of the shortest path from the source vertex \( s \) to each vertex \( v \) in \( V \) until it achieve the actual shortest-path. The algorithm returns Boolean TRUE if the given graph contains no negative cycles that are reachable from source vertex \( s \) otherwise it returns Boolean FALSE.

Figure 1 below illustrates an example of opening of the Bellman Ford Algorithm.

![Figure 1. Opening Bellman Ford Algorithm](image-url)
Let \( G \) be a weighted graph. The length (or weight) of a path \( P \) is the sum of the weights of the edges of \( P \). If \( P \) consists of edges \( e_0, e_1, e_2, \ldots, e_k \), then the length of \( P \), \( w(P) \), is defined as

\[
W(P) = \sum_{i=0}^{k-1} w(e_i)
\]

The distance from a vertex \( v \) to a vertex \( u \) in \( G \), \( d(v,u) \), is the length of a minimum length path (also called shortest path) from \( v \) to \( u \), if such a path exists. The convention \( d(v,v) = +\infty \) if there is no path at all from \( v \) to \( u \) in \( G \). Even if there is a path from \( v \) to \( u \) in \( G \), the distance from \( v \) to \( u \) may not be defined, however, if there is a cycle in \( G \) whose total weight is negative.

Any time edge weights are used to represent distances, it must be noted not to introduce any negative-weighted cycles.

Suppose that it is given a weighted graph \( G \), and it is prompted to find the shortest path from some vertex \( v \) to each other vertex in \( G \), viewing the weights on the edges as distances.

Theorem: Given a weighted directed graph \( \vec{G} \) with \( n \) vertices and \( m \) edges, and a vertex \( v \) of \( \vec{G} \), the Bellman-Ford algorithm computes the distance from \( v \) to all other vertices of \( G \) or determines that \( \vec{G} \) contains a negative-weight cycle in \( O(nm) \) time.

### 2.1 The Formal Bellman Ford Algorithm

An initial assumption for distance-vector routing is each node knows the cost of the link of each of its directly connected neighbors. Next, every node sends a configured message to its directly connected neighbors containing its own distance table. Now, every node can learn and update its distance table with cost and next hops for all nodes network.

Repeat exchanging until no more information between the neighbors. Consider a node \( X \) that is interested in routing to destination \( Y \) via a directly attached neighbor \( Z \). Node \( X \)'s distance table entry, \( D_x(Y,Z) \), is the sum of the cost of the direct-one hop link between \( X \) and \( Z \), \( c(X,Z) \), plus neighboring \( Z \)'s currently known minimum-cost path (shortest path) from itself \( (Z) \) to \( Y \). That is \( D_x(Y,Z) = c(X,Z) + \min_w(D_x(Y,w)) \) where \( \min_w \) is taken over all the \( Z \)'s.

The equation \( D_x(Y,Z) = c(X,Z) + \min_w(D_x(Y,w)) \) suggests that the form of neighbor-to-neighbor communication that will take place in the DV algorithm where each node must know the cost of each of its neighbors' minimum-cost path to each destination. Hence, whenever a node computes a new minimum cost to some destination, it must inform its neighbors of this new minimum cost.

### 2.2 The Simpler Bellman Ford algorithm

The algorithm will send its routing table to all his neighbors whenever his link table changes. When we get a routing table from a neighbor on port \( P \) with link metric \( M \):

1. Add \( L \) to each of the neighbor's metrics.
2. For each entry \( (D, P', M') \) in the updated neighbor's table:
   2.1 If we do not have an entry for \( D \), add \( (D, P, M) \) to my routing table.
   2.2 If I have an entry for \( D \) with metric \( M'' \), add \( (D, P, M) \) to my routing table if \( M' < M'' \).

If my routing table has changed, we send all the new entries to all my neighbors.

### 3.0 HOW IT WORKS

Example 1

![Network diagram with node 1 as source node](image)

Figure 2. Network diagram with node 1 as source node

Based on figure 2, we can create the iteration table by determining which the maximum number of constrain links.
Table 1. Iteration table

<table>
<thead>
<tr>
<th>h</th>
<th>L(x)</th>
<th>Path</th>
<th>L(y)</th>
<th>Path</th>
<th>L(z)</th>
<th>Path</th>
<th>L(t)</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1-2</td>
<td>1</td>
<td>1</td>
<td>1-4</td>
<td>1</td>
<td>2</td>
<td>1-3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1-2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1-4</td>
<td>2</td>
<td>1-3</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1-2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1-4</td>
<td>2</td>
<td>1-3</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1-2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1-4</td>
<td>2</td>
<td>1-3</td>
</tr>
</tbody>
</table>

Table 1 show the iteration for Figure 2 with node 1 as source node.

Definition:
1. \( w(i,j) \) = link cost from \( i \) to \( j \); \( w(i,j) = 0 \), \( w(i,j) = \infty \) if the 2 nodes are not directly connected, \( w(i,j) > 0 \) if the 2 nodes are directly connected
2. \( h \) = max number of links in a path at the current stage of the algorithm
3. \( L_h(n) \) = cost of the least cost path from node \( s \) to node \( n \) under the constraint of no more than \( h \) links
4. \( Path \) = route to node \( n \)

For one number of links for hop 3, the path is 1-3 at cost 5. For two numbers of links for hop 3, the path is 1-4-3 at cost 4. The path 1-4-3 is chosen due to it gives a smaller cost. For three numbers of links for hop 3, the path is 1-4-5-3 at cost 3. The cost for this route is the smallest compared with the other routes therefore the shortest route is chosen. The same method is used for the other nodes.

Table 2. Routing table

<table>
<thead>
<tr>
<th>Destination</th>
<th>Route</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1-2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1-4-5-3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1-4</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1-4-5</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>1-4-5-6</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2 show the routing table for Figure 2.

Example 2

Bellman-Ford Algorithm able to find out the least cost paths from Node 1 to other nodes. In this case, costs of paths shown are in two-way, for example, the cost of path 1-2-1 (path from Node 1 to Node 2) is the same as the cost of path 2-1 (path from Node 2 to Node 1). Source node for this figure is node 1.

Figure 3. Example 2 with node 1 as source node

Iteration table for figure 3 can be represented in Table 3.

Table 3. Iteration table for example 2

<table>
<thead>
<tr>
<th>h</th>
<th>L(x)</th>
<th>Path</th>
<th>L(y)</th>
<th>Path</th>
<th>L(z)</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1-2</td>
<td>1</td>
<td>1</td>
<td>1-4</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1-2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1-4</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1-2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1-4</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1-2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1-4</td>
</tr>
</tbody>
</table>

Definition:
1. \( h \) = maximum number of links in a path at the current stage/step of the algorithm
2. \( D(n) \) = the cost of the least cost path from the source node to node \( n \) under the constraints of no more than \( h \) links.

At \( h=0 \), there is no path with maximum allowed link <= 0. At \( h=1 \), paths 1-2 and 1-4 are with link <= 1 and hence added to the table. At \( h=2 \), we're allowed to consider paths with maximum link = 2, hence we'll check possible links from source node to each of other nodes in the network.

From 1 to 2, we found one more allowed link, 1-4-2, but it is with a higher cost (4) than path 1-2; hence we will stick with path 1-2 and add it to the table.

From 1 to 3, two paths are found: 1-2-3 and 1-4-3. Path 1-4-3 has less cost (4) than path 1-2-3 (cost=6); hence path 1-4-3 is added to the table.

From 1 to 5, there is only one path found which fits the constraint, link <=2: 1-4-5; hence we add this to the table.

From 1 to 6, there is only one path found which fits the constraint, link <=2: 1-4-6; hence we add this to the table.

Some might found that path 1-4-3-6 is with less cost than 1-4-6, but this is not allowed at this current stage,
as path 1-4-3-6 is with link =3, which violates the rules for current stage of having link <=2.

At h=3, we do the same as in h=2 while this time we're allowed to consider paths with maximum link = 3, ie. more choices of paths to be used and more chance to get any possible less cost path. After considering paths with link = 3 from the source node to all other nodes, path 1-4-3-6 is found to have less cost than 1-4-6; hence we update this in the table.

At h=4, we consider paths with maximum link = 4 from the source node to all other nodes. As no better path is found from the source to any other node, we can stop here.

For this situation, the first step or row of the table with h=0 must be included. If there're two paths between two same nodes which are of the same cost and same number of links, then pick either one of them.

4.0 DISCUSSION

Applications of Bellman-Ford Algorithm

A distributed variant of Bellman-Ford algorithm is used in the Routing Information Protocol (RIP). The algorithm is distributed because it involves a number of nodes (routers) within an Autonomous System, a collection of IP networks typically owned by an ISP. It consists of:

- Each node calculates the distances between itself and all other nodes within the AS and stores this information as a table.
- Each node sends its table to all neighboring nodes.
- When a node receives distance tables from its neighbors, it calculates the shortest routes to all other nodes and updates its own table to reflect any changes.

Besides that, the Bellman-Ford algorithm can be used for saving network resources. The algorithm is capable of computing all hops k-shortest paths between a source and a destination. It is used to investigate a new problem referred to as the least hop multiple additively constrained path selection (G. Cheng and N. Ansari, 2005).

The Bellman-Ford distance-vector routing algorithm is used by routers on Internet works to exchange routing information about the current status of the network and how to route packets to their destinations. The algorithm basically merges routing information provided by different routers into lookup tables. It is well defined and used on a number of popular networks. It also provides reasonable performance on small-to-medium sized networks, but on larger networks the algorithm is slow at calculating updates to the network topology. In some cases, looping occurs, in which a packet goes through the same node more than once.

Bellman-Ford Algorithm also potentially solves a two metric routing problem when one of the metrics is the hop count (D. Cavender and M. Oerlu, 1998). Therefore it is used to solve multiple constrained routing problems. The use of a minimum hop routing strategy is justified since it is likely to provide the lowest session rejection probability for a given network load, if no knowledge about the distribution of connections is assumed. It was proved in the journal that the algorithm is capable of solving a minimum hop, delay, jitter, loss and bandwidth constrained routing problem.

Advantages of Bellman-Ford Algorithm

Bellman-Ford has brought much of advantage to the user. First, we can minimize our cost when we build a network. It is because the Bellman-Ford algorithm will find the shortest path weight from a given source node subject to other node. Therefore, we need not build much of router to build path from a node to other. Besides that, Bellman-Ford algorithm also can maximize the performance of your system. The algorithm will find the minimum path weight. Path weight is propagation delays for a system. In Bellman-Ford, all connections would follow the minimum weight path. This action increases the overall delay of the system. However, there is no guarantee that choosing shortest paths would maximize system performance.

Bellman-Ford also allows splitting traffic between several paths. This action will increase the system performance. However, if we were choosing the shortest path among all given paths but some paths may not be inherently good. Therefore we impose the condition that a session needs to transmit its traffic through a few pre-selected paths, but it can split its traffic through all of them.

The Potential Problems in Bellman Ford Algorithm

There are some potential problems that may be encountered in Bellman Ford algorithm.

At first, counting to infinity. The condition continuously loops packets around the network, despite the fundamental fact that the destination network is down. While the routers are counting to infinity, the invalid information allows a routing loop to exist.
The second is routing loops can occur if the internetwork's slow convergence on a new configuration causes inconsistent routing entries.

Bellman Ford is used in Routing Information Protocol (RIP). The algorithm is distributed because it involves a number of nodes (routers) within an autonomous system, which is a collection of IP networks typically owned by an ISP. The algorithm consists of:

1. Each node calculates the distance between itself and all other nodes and stores this information as a table.
2. Each node sends its table to all neighboring nodes.
3. When a node receives distance tables from its neighbors, it calculates the shortest routes to all other nodes and updates its own table to reflect any changes.

Dijkstra vs. Bellman-Ford

The Dijkstra algorithm is very similar with the Bellman-ford algorithm. There is a difference in Dijkstra that were the Dijkstra algorithm can only work with non-negative weight. For Bellman-ford algorithm, the algorithm will check the edge of the weight. If there is a negative weight, false will be returned to the algorithm.

Besides, Dijkstra algorithm will find the shortest paths from given source node to all other nodes, by developing paths in order of increasing path length while Bellman-ford algorithm will find the shortest path with a constraint of paths of at most two links. Table 4 below demonstrate the differences between Bellman-Ford and Dijkstra algorithm.

### Table 4. Differences between Bellman-Ford and Dijkstra Algorithm

<table>
<thead>
<tr>
<th>Bellman-Ford</th>
<th>Dijkstra</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculation for node n involves knowledge of link cost to all neighboring nodes plus total cost to each neighbor</td>
<td>Each node needs complete topology</td>
</tr>
<tr>
<td>Each node can maintain set of costs and paths for every other node</td>
<td>Must know link costs of all links in network</td>
</tr>
<tr>
<td>Can exchange information with direct neighbors</td>
<td>Must exchange information with all other nodes</td>
</tr>
<tr>
<td>Can update costs and paths based on information from neighbors and knowledge of link costs</td>
<td></td>
</tr>
</tbody>
</table>

5.0 CONCLUSION

As a conclusion, the Bellman-Ford Algorithm is an algorithm for finding the shortest path in graphs that have negative-weights edges. The graph must be directed for otherwise any negative-weight undirected edge would immediately imply a negative-weight cycle where this edge is traversed back and forth in each direction. These types of edges are not allowed since a negative cycle invalidates a notion of distance based on edge weights.

Bellman-Ford algorithm can be used for saving network resources. A distributed variant of Bellman-Ford algorithm is used in the Routing Information Protocol (RIP). The algorithm is distributed because it involves a number of nodes (routers) within an Autonomous System, a collection of IP networks typically owned by an ISP. The Bellman-Ford distance-vector routing algorithm is used by routers on internetworks to exchange routing information about the current status of the network and how to route packets to their destinations. The Bellman-Ford Algorithm can potentially solve a two metric routing problem when one of the metrics is the hop count. Therefore it is used to solve multiple constrained routing problems.
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