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ABSTRACT 
 
 
 
 

High availability is an important property for current distributed systems. The trends 

of current distributed systems such as grid computing and cloud computing are the 

delivery of computing as a service rather than a product. Thus, current distributed 

systems rely more on the highly available systems. The potential to fail-stop failure 

in distributed computing systems is a significant disruptive factor for high 

availability distributed system. Hence, a new failure detection approach in a 

distributed system called Affirmative Adaptive Failure Detection (AAFD) is 

introduced. AAFD utilises heartbeat for node monitoring. Subsequently, Neighbour 

Replica Failure Recovery(NRFR) is proposed for autonomous recovery in distributed 

systems. AAFD can be classified as an adaptive failure detector, since it can adapt to 

the unpredictable network conditions and CPU loads. NRFR utilises the advantages 

of the neighbour replica distributed technique (NRDT) and combines with weighted 

priority selection in order to achieve high availability, since automatic failure 

recovery through continuous monitoring approach is essential in current high 

availability distributed system. The environment is continuously monitored by 

AAFD while auto-reconfiguring environment for automating failure recovery is 

managed by NRFR. The NRFR and AAFD are evaluated through virtualisation 

implementation. The results showed that the AAFD is 30% better than other 

detection techniques. While for recovery performance, the NRFR outperformed the 

others only with an exception to recovery in two distributed technique (TRDT). 

Subsequently, a realistic logical structure is modelled in complex and interdependent 

distributed environment for NRDT and TRDT. The model prediction showed that 

NRDT availability is 38.8% better than TRDT. Thus, the model proved that NRDT is 

the ideal replication environment for practical failure recovery in complex distributed 

systems. Hence, with the ability to minimise the Mean Time To Repair (MTTR) 

significantly and maximise Mean Time Between Failure (MTBF), this research has 

accomplished the goal to provide high availability self sustainable distributed system.  
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ABSTRAK 
 
 
 
 

Kebolehsediaan yang tinggi ialah satu ciri  penting untuk sistem  teragih semasa. 

Kecenderungan sistem-sistem teragih masakini seperti grid computing dan cloud 

computing ialah penyedian pengkomputeran sebagai satu perkhidmatan berbanding 

sebagai satu produk. Oleh itu,  sistem teragih semasa sangat memerlukan  sistem 

yang mempunyai kebolehsediaan yang tinggi. Potensi untuk gagal-berhenti dalam 

sistem pengkomputeran teragih adalah faktor yang memyebabkan gangguan kepada 

kebolehsediaan yang tinggi. Oleh itu, tesis ini mencadangkan pengesanan kegagalan 

yang afirmatif serta adaptif (AADF). AAFD menggunakan heartbeat untuk 

pemantauan nod. Seterusnya pemulihan kegagalan replika kejiranan (NRFR) 

dicadangkan untuk pemulihan secara autonomi. Oleh kerana AAFD dapat 

mengadaptasi dengan ketidaktentuan rangkaian dan CPU, ia boleh diklasifikasikan 

sebagai pengesan kegagalan yang adaptif. NRFR menggunakan kelebihan teknik 

replika kejiranan teragih (NRDT) dan menggabungkan pemilihan keutamaan 

berdasarkan pemberat. Seterusnya AAFD dan NRFR dinilai melalui  pelaksanaan 

virtualisation. Hasil keputusan menunjukkan, secara puratanya AAFD adalah 30% 

lebih baik dari teknik-teknik yang lain. Manakala bagi prestasi pemulihan, NRFR 

mengatasi yang lain kecuali untuk pemulihan didalam teknik replika berdua (TRDT). 

Seterusnya, struktur logik yang realistik dan praktikal bagi kebolehsediaan tinggi 

dalam persekitaran teragih yang komplek dan saling bergantungan  dimodelkan 

untuk  NRDT dan TRDT. Model ini membuktikan bahawa kebolehsediaan NRDT 

adalah 38.8% lebih baik. Oleh yang demikian, model ini membuktikan NRDT adalah 

pilihan terbaik untuk memulihkan kegagalan di dalam sistem teragih yang komplek.  

Oleh itu, dengan kebolehan meminimumkan Mean Time To Repair (MTTR) dan 

memaksimumkan Mean Time Between Failure (MTBF), kajian ini mencapai 

matlamat untuk menyediakan sistem teragih yang mampan dan kebolehsediaan 

tinggi. 
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CHAPTER 1 
 
 
 
 

INTRODUCTION 
 
 
 
 

 In this chapter, the background of the research is outlined, followed by 

problem statements, objectives, contributions, scope of the research and lastly, the 

organization of the thesis. 

 
 
1.1 Research background 
 
 
Availability is one of the most important issues in distributed systems (Renesse & 

Guerraoui, 2010; Deris et al., 2008; Bora, 2006). With greater numbers of computers 

working together, the possibility that a single computer failure can significantly 

disrupt the system is decreased (Dabrowski, 2009). One of the benefits of a distributed 

system is the increase of parallelism for replication (Renesse & Guerraoui, 2010). 

Replication is a fundamental technique to achieve high availability in distributed and 

dynamic environments by masking errors in the replicated component (Noor & 

Deris, 2010; Bora, 2006). Thus, replication is very important in providing high 

availability and efficient distributed system. Distributed systems can therefore lend 

themselves in providing high availability (Mamat et al., 2006). 

A fail-stop system is one that does not produce any data once it has failed. It 

immediately stops sending any events or messages and does not respond to any 

messages(Arshad,2006). This type of failures is common in today’s large computing 

systems. When a fail-stop failure occurs, a prompt and accurate failure detection with 

minimum time to recover are critical factors in providing high availability in 

distributed systems. If these factors can efficiently and effectively be handled by a 
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 2

failure detection and recovery technique, it can provide a theoretical and practical 

high availability solution for a distributed system. 

Since current distributed computing such as grid computing and cloud 

computing become larger, increasingly dynamic and heterogeneous. These 

distributed systems become more and more complicated. Failures or errors are 

arising due to the inherently unreliable nature of the distributed environment include 

hardware failures, software errors and other sources of failures. Many failure 

detection and recovery techniques have been adopted to improve the distributed 

system availability. In addition to the outstanding replication technique for high 

availability, failure detection and recovery is an important design consideration for 

providing high availability in distributed systems (Dabrowski, 2009; Stelling et al., 

1998; Abawajy, 2004b;  Flavio,  2006). 

Therefore, failure detection and recovery in distributed computing has 

become an active research area (Dimitrova & Finkbeiner, 2009; Siva & Babu 2010; 

Khan, Qureshi & Nazir, 2010; Montes, Sánchez & Pérez, 2010; Costan et al.,  2010). 

Research in failure detection and recovery distributed computing aims at making 

distributed systems high availability by handling faults in complex computing 

environments. In order to achieve high availability, an autonomous failure detection 

and recovery service need to be adopted. An autonomous failure detection and 

recovery service is able to detect errors and recover the system without the 

participation of any external agents, such as human. It can be restored, or has the 

ability of self-healing, then back to the correct state again (Arshad, 2006). If no 

failure detection and recovery is provided, the system cannot survive to continue 

when one or several processes fail, and the whole program crashes.  

Failure detection (or fault detection) is the first essential phase for developing 

any fault tolerance mechanism or failure recovery (Avizienis et al., 2004). Failure 

detections provide information on faults of the components of these systems (Stalin 

et al., 1998).   

Failure recovery is the second phase in developing any recovery mechanism 

(Avizienis et al., 2004). Replication is one of the core techniques that can be utilised 

for failure recovery in distributed and dynamic environments (Bora, 2006). 

Exploitation of component redundancy is the basis for recovery in distributed 

systems. A distributed system is a set of cooperating objects, where an object could 

be a virtual node, a process, a variable, an object as in object-oriented programming, 
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 3

or even an agent in multi-agent systems. When an object is replicated, the application 

has several identical copies of the object also known as replicas (Helal, Heddaya & 

Bhargava , 1996; Deris et al., 2008). When a failure occurs on a replica, the failure is 

masked by its other replicas, therefore availability is ensured in spite of the failure. 

Replication mechanisms have been successfully applied in distributed applications. 

However, the type of replication mechanisms to be used in the application is decided 

by the programmer before the application starts. As a result, it can only be applied 

statically. Thus, the development of autonomous failure detection and recovery 

model with suitable replication technique and architectural design strategy is very 

significant in building high availability distributed systems. 
 
 
1.2   Problem statements 

 
 
A study has found fault-detection latencies covered from 55% to 80% of non-

functional periods (Dabrowski et al., 2003). This depends on system architecture and 

assumptions about fault characteristics of components. These non-functional periods 

happened when a system is uninformed of a failure (or failure detection latency) and 

periods when a system attempts to recover from a failure (failure-recovery latency) 

(Mills et al., 2004). Even though the development of fault detection mechanism in 

large scale distributed system is subject to active research, it still suffers from some 

weaknesses   (Dabrowski, 2009; Pasin, Fontaine & Bouchenak, 2008; Flavio,  2006).  

i) Failure detection trade-offs between accuracy and completeness. Current 

failure detection approaches suffer from the weaknesses of either fast detection 

with low accuracy or completeness in detecting failures with a lengthy timeout. 

Inaccurate detection may result in the recovery malfunction while delays in 

detecting a failure will subsequently delay the recovery action. These trade-offs 

need to be improved.  

ii) Choosing the right replication architectural design strategies are very crucial in 

providing high availability and efficient distributed system. This is because 

keeping all of the replicas requires extra communication as well as processing 

and may delay the recovery process. This will cause the system to be down for 

a considerable period of time. In contrast, insufficient replicas can jeopardise 

the availability of the distributed system. 
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iii) Although the idea and theory of replication is convincing and robust, practical 

implementation of replication technique is difficult to be modelled in real 

distributed environment (Christensen, 2006). This is due to the complexity in 

the implementation of replication and check pointing techniques. Therefore 

they have been studied more theoretically through the  use of  simulation 

technique (Khan, Qureshi & Nazir, 2010). Thus, most of them only discussed 

the simulation of the theories rather than its implementation. 

iv) Many existing failure recovery techniques have a considerable period of 

downtime associated with them. This downtime can cause a significant 

business impact in terms of opportunity loss, administrative loss and loss of 

ongoing business. There is a need not just to reduce the downtime in the failure 

recovery process but also to automate it to a significant degree in order to avoid 

errors that are caused by manual failure recovery techniques. 
 
 
1.3 Objectives 
 
 
The main objectives of this dissertation can be summarized as follows: 

i) To propose new approaches for failure detection and an autonomous failure 

recovery in distributed system by introducing; 

• A new framework for continuous failure detection, 

• A new framework for automated failure recovery 

ii) To implement   failure detection and   autonomous failure recovery based on 

the proposed approach. 

iii) To compare and analyse the performance of the proposed method with 

existing approaches.  

 
 
1.4 Scope 
 
 
The focus of this research is to continuously monitor the failure detection and to 

automate the failure recovery in an unpredictable network within Neighbour Replica 

Distributed environment with the assumption that failure model is fail-stop failure.  
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 5

1.5  Contributions 
 
 
There are four major contributions in this thesis; 

i) Introduced new continuous failure detection approach. The approaches have 

improved the detection accuracy and completeness as well as reducing 

detection time. 

ii) Proposed an autonomous failure recovery approach in a neighbour replica 

distributed system that can reduce computation time for failure recovery. The 

failure recovery approach also has the capability to determine and select the 

neighbour with the best optimal resources which can optimise the system 

availability.  

iii)  The implementation of continuous failure detection and autonomous failure 

recovery frameworks using Linux Shell script and tools in the neighbour 

replica distributed system. The implementation results showed that 

affirmative adaptive failure detection (AAFD) is able to achieve a complete 

and accurate detection with prompt timing while neighbour replica failure 

recovery NRFR can minimise the recovery time. Hence, by reducing failure 

detection latency and recovery processing time, the proposed approaches are 

able to reduce the Mean Time To Repair (MTTR) significantly as well as 

maximise the system availability or Mean Time Between Failure (MTBF). In 

addition, the implementation demonstrated that the proposed failure detection 

and recovery is theoretically sound as well as practically feasible in providing 

high availability distributed system.  

iv) Modelled a realistic and practical logical structure for high availability in 

complex and interdependent distributed environment. This model provided 

availability predictions for neighbour replica distribution technique (NRDT) 

and two replica distribution technique (TRDT). 

 
 
1.6 Thesis organisation. 
 
 
The work presented in this dissertation is organized into six chapters. The rest of this 

document is organized as follows. Chapter two describes preliminary concepts and   

related works that are selected from related research. Chapter three proposed a 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 6

methodology for failure detection and failure recover in neighbour replica distributed 

architecture. This chapter discusses in detail the proposed methodology. The 

implementation of proposed failure detection and recovery is presented in Chapter 

four. Chapter five presents the results and analysis of the proposed approach 

implementation and provide in-depth discussion of the implementation results. 

Lastly, Chapter six describes the conclusions and possible future work in relation to 

this dissertation. 
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CHAPTER 2 
 
 
 
 

LITERATURE REVIEW 
 
 
 
 

This chapter describes related background knowledge and reviews existing literature 

on failure detection and recovery. The background knowledge would provide the 

information on failure detection metrics, the behaviour of failed systems and 

interaction policies. Furthermore, this chapter also discusses and reviews existing 

related researches on failure recovery in distributed system which includes, check-

pointing and replication techniques. Since one of the objectives of this thesis is to 

automate failure recovery, this chapter will provide detailed review of replication 

techniques that best suited the high availability distributed system with self recovery 

characteristics. This includes the costs of resources and communication for 

replication as well as architectural complexity which will affect the recovery time. It 

also highlights the advantages and disadvantages of recent work that have been done 

in these fields. 

 
 
2.1 Introduction  
 
 
Schmidt (2006) defined availability as the frequency or duration in which a service 

or a system component is available for use. If this component is needed to provide 

the service, outage of a component is also applicable for service availability. In 

addition, any features that could help the system to stay operational despite the 

occurrences of failures will also be considered as availability.  
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