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Abstract

Recently, the popularity of artificial neural networks (ANN) is increasing since its capacity to model very complex problems in the area of Machine Learning, Data Mining and Pattern Recognition. Improving training efficacy of ANN based algorithm is a dynamic area of research and several papers have been reviewed in the literature. The performance of Multi-layer Perceptrons (MLP) trained with Back Propagation Artificial Neural Network (BP-ANN) method is highly influenced by the size of the datasets and the data-preprocessing techniques used. This work analyses the benefits of using pre-processing datasets using different techniques in-order to improve the ANN convergence. Specifically Min-Max, Z-Score and Decimal Scaling Normalization preprocessing techniques were evaluated. The simulation results show that the computational efficiency of ANN training process is highly enhanced when coupled with different preprocessing techniques.
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1. Introduction

The Artificial Neural Networks (ANN) has become popular recently and is one of the most effective computational intelligence techniques applied in Pattern Recognition Data Mining and Machine Learning. The main power of ANN lie in its ability to estimate multifaceted and non-linear relationships between input and output...
data by learning from an instance [1]. Multi-layer Perceptrons (MLP) are the most common type of ANN. The general structure of MLP comprises of three layers (i.e. Input layer, hidden layer and output layer). Back Propagation Artificial Neural Network (BP-ANN) is the most common method used to train MLP [2]. This learning algorithm is a gradient-descent based algorithm which suffers from some drawbacks such as getting trapped in local minima, slow convergence and network stagnancy [3-5].

Improving training ability of ANN based algorithm is a dynamic area of research and many papers have been published until today on this very topic. Early research on back propagation (BP) algorithms saw enhancements on: (i) selection of better error functions [6-13]; (ii) different choices for activation functions [8, 14] and, (iii) selection of dynamic learning rate and momentum [15-17].

Bishop [18] suggested the use of many optimization techniques in his book for improving efficiency of the error minimization process. Among these are methods of Fletcher and Powel [19] and the Fletcher-Reeves [20] that improve the conjugate gradient method of Hestenes and Stiefel [21] and different variants of Quasi-Newton algorithms by Huang [22].

Later, it was found out that the techniques for Pre-processing the data also plays an important role in effecting the performance of MLP, where pre-processing data encourage the high accuracy and less computational cost associated to the learning phase.

In this paper, we analyze and explore the performance of several MLP models on three pre-processing methods in order to modify and reduce the training-set size, removing atypical or noisy training samples and correcting possible erroneous identifications of the training samples. The main goals are to decrease the computational cost and to accelerate the learning process.

Four ANN models are presented in this paper; a simple modification to the gradient based search direction is used by all these methods as summarized by Bishop [23]. Furthermore, the gradient based search direction is locally altered by a gain value used in the activation function of the corresponding node to improve the convergence rates. In the simulations, we employed three benchmark datasets obtained from the University of California Irvine (UCI), Machine Learning Repository. The datasets used are Wine recognition, Haberman’s survival and Iris.

The remaining paper is organized as follows: Section 2 and 3 presents the theoretical background of the modification to the gradient based, the implementation in other optimization techniques and pre-processing techniques. The section 4 provides the results and discussions. Finally, the conclusion is settled in the Section 5.

2. The gradient descent modification

Nowadays, the Multilayer Perceptrons (MLP) trained with the back propagation (BP) is one of the most common method used for classification purpose [24]. This method has the capacity of organizing the representation of the data in the hidden layers with high power of generalization. Normally, its architecture has three consecutive layers: input, hidden and output layer [25-27]. The MLP with one layer can build a linear hyperplane, with two layers it can build convex hyperplane and with three it can build any hyperplane.

The MLP training using gradient descent back propagation requires careful selection of parameters such as; network topology, early weights and biases, learning rate value, activation function, and the value for gain in the activation function. An improper choice of these parameters can lead to slow network convergence or network stagnancy [3-4].

Seeing these problems, previous researchers have proposed many variations in gradient descent algorithm. Lately, Nazri [28] proposed a modification by changing the gradient based search direction using a gain value. For the comparison purposes, this study will apply the gradient descent with gain (GDG) algorithm proposed by Nazri [28] due to its successful implementation and proven not to suffer the local minimum as compared to the traditional gradient descent. The GDG algorithm proposed by Nazri [28] for changing the gradient based search direction using a gain value is as follows:

Initialize the initial weight vector with random values and the vector of gain values with unit values. Repeat the following Steps 1 and 2 on an epoch-by-epoch basis until the given error minimization criteria are satisfied.
Step 1: By introducing gain value into activation function, calculate the gradient of error with respect to weights by using Equation (5), and gradient of error with respect to the gain parameter by using Equation (7).

Step 2: Use the gradient weight vector and gradient of gain vector calculated in step 1 to calculate the new weight vector and vector of new gain values for use in the next epoch.

2.1. Derivation of the expression to calculate gain value

Consider a MLP network, as used in standard back propagation algorithm[18]. Suppose that for a particular input pattern $o^0$, the desired output is the teacher pattern $t = [t_1...t_n]^T$, and the actual output is $o^L_k$, where $L$ is the output layer. The error function on that pattern is defined as:

$$E = \frac{1}{2} \sum_k (t_k - o^L_k)^2$$  \hspace{1cm} (1)

Let $o^s_k$ be the activation values for the $k^{th}$ node of layer $s$, and let $o^s = [o^s_1...o^s_n]^T$ be the column vector of activation values in the layer $s$ and the input layer as layer 0. Let $w^s_{ij}$ be the weight values for the connecting link between the $i^{th}$ node in layer $s−1$ and the $j^{th}$ node in layer $s$, and let $w^s_{ij} = [w^s_{ij1}...w^s_{ijn}]^T$ be the column vector of weights from layer $s−1$ to the $j^{th}$ node of layer $s$. The net input to the $j^{th}$ node of layer $s$ is defined as $net^s_j = (w^s_{ij}o^{s−1}) = \sum_k w^s_{ij,k}o^{s−1}_k$, and let $net^s = [net^s_1...net^s_n]^T$ be the column vector of the net input values in layer $s$. The activation value for a node is given by a function of its net inputs and the gain parameter $c^s_j$:

$$o^s_j = f(c^s_j net^s_j)$$  \hspace{1cm} (2)

where, $f$ is any function with bounded derivative . This information is now used to derive an expression for modifying gain values for the next epoch. Most of gradient based optimization methods use the following gradient descent rule:

$$\Delta w^{(n)}_{ij} = -\eta^{(n)} \frac{\partial E}{\partial w^{(n)}_{ij}}$$  \hspace{1cm} (3)

where $\eta^{(n)}$ is the learning rate value at step $n$ and the gradient based search direction at step $n$ is

$$d^{(n)}_{ij} = -\frac{\partial E}{\partial w^{(n)}_{ij}} = g^{(n)}$$

In the proposed method the gradient based search direction is modified by including the variation of gain value to yield;

$$d^{(n)}_{ij} = -\frac{\partial E}{\partial c^{(n)}_j} (c^{(n)}_j) = g^{(n)}(c^{(n)}_j)$$  \hspace{1cm} (4)

The derivation of the procedure for calculating the gain value is based on the gradient descent algorithm. The error function as defined in Equation (1) is differentiated with respect to the weight value $w^s_{ij}$. The chain rule yields;
\[
\frac{\partial E}{\partial w_{ij}} = \frac{\partial E}{\partial \text{net}^{r+1}} \cdot \frac{\partial \text{net}^{r+1}}{\partial o_j^r} \cdot \frac{\partial o_j^r}{\partial \text{net}_j^r} \cdot \frac{\partial \text{net}_j^r}{\partial w_{ij}} = [-\delta^{r+1}_i \ldots -\delta^{r+1}_o]. 
\]

where, \( \delta^r_j = -\frac{\partial E}{\partial \text{net}_j^r} \). In particular, the first three factors of Equation (5) indicate that the following equation holds:

\[
\delta^r_j = (\sum_k \delta_k^{r+1} w_{k,j}^{r+1}) f'(c_j^r \text{net}_j^r) c_j^r 
\]

(6)

It should be noted that, the formula as described in Equation (6) to calculate \( \delta^r_j \) is the same as used in the standard back propagation algorithm [22] except for the presence of the gain value in the expression. The learning rule for calculating weight values as given in Equation (3) is derived by combining Equation (5) and (6).

This way, the gradient error with respect to the gain parameter can also be calculated by using the chain rule as previously described; it is easy to compute as;

\[
\frac{\partial E}{\partial c_j^r} = (\sum_k \delta_k^{r+1} w_{k,j}^{r+1}) f'(c_j^r \text{net}_j^r) \text{net}_j^r 
\]

(7)

Then, the gradient descent rule for the gain value becomes;

\[
\Delta c_j^r = \eta \delta_j^r \text{net}_j^r \frac{c_j^r}{c_j^r} 
\]

(8)

At the end of every epoch the new gain value is updated using a simple gradient based method as;

\[
c_j^{new} = c_j^{old} + \Delta c_j^r 
\]

(9)

2.2. The implementation on Gradient Descent Method with Adaptive Gain Algorithm (GD/AG)

In gradient descent method, the search direction at each step is given by the local negative gradient of the error function, and the step size is determined by a learning rate parameter. Suppose at step \( n \) in gradient descent algorithm, the current weight vector is \( w^n \), and a particular gradient based search direction is \( d^n \). The weight vector at step \( n+1 \) is computed by the following expression:

\[
w^{(n+1)} = w^n + \eta^n d^n 
\]

(10)

where, \( \eta^n \) is the learning rate value at step \( n \).

By using the proposed method, the gradient based search direction is calculated at each step by using Equation (4).

The complete GD/AG algorithm works as follows;

Step 1  Initialize the weight vectors randomly, the gradient vector \( g_0 \) to zero and gain vector to unit values. Let the first search direction \( d_0 \) be \( g_0 \). Set \( \beta_0 = 0 \), \( \text{epoch} = 1 \) and \( n = 1 \). Let \( Nt \) be the total number of weight values. Select a convergence tolerance value as \( CT \).

Step 2  At step \( n \), evaluate the gradient vector \( g_n(c_n) \).
Step 3 Evaluate $E(w_n)$. If $E(w_n) < CT$ then STOP training ELSE go to step 4.

Step 4 Calculate a new gradient based search direction which is a function of gain parameter:  
$$d_n = -g_n(c_n) + \beta_n d_{n-1}$$

Step 5 If $n > 1$ THEN,

Step 6 Update $w_n$:  
$$w_{n+1} = w_n - \eta_n d_n$$

Step 7 Evaluate the new gradient vector $g_{n+1}(c_{n+1})$ with respect to gain value $c_{n+1}$.

Step 8 Calculate the new gradient based search direction:  
$$d_{n+1} = -g_{n+1}(c_{n+1}) + \beta_n(c_n)d_n$$

Step 9 Set $n = n + 1$ and go to step 2.

3. Data pre-processing techniques

Data pre-processing is an important step in the data mining process. Mostly, data gathering methods are lightly controlled, resulting in outliers, impossible data combinations, and missing values, etc. Analyzing data that has not been carefully separated for such problems can produce confusing results. Thus, the depiction and quality of data is first and foremost before running any analysis [29]. The quality, reliability and availability are some of the factors that may lead to a successful data interpretation by a neural network. If there is inappropriate information present or noisy and unreliable data, then knowledge discovery becomes very difficult during the training process. Data preparation and filtering steps can take considerable amount of processing time [30] but once pre-processing is done the data become more reliable and robust results are achieved. This study will compare three methods for data normalization including min-max normalization, z-score normalization and normalization by decimal scaling.

4. Results and discussions

The main focus of this study is to improve the accuracy of ANN models by using three selected pre-processing techniques. Before discussing the simulation test results there are certain things that need to be explained such as tools and technologies, network topologies, parameters settings, data sets and training methodology used during the experimentation process. The discussion is as follows:

The workstation used for carrying-out the experimentation comes with a 2.33 GHz Core-2 Duo Processor, 1 GB of RAM while Microsoft XP (Service Pack 3) is used as the operating system. Three gradient descent algorithms proposed by Nazri [28] as described in Section 3 and one traditional gradient descent algorithm were used to carry out simulations on MATLAB 7.

Three layer back propagation neural networks is used while the hidden layer is kept fixed to 5 nodes. For the first trials, the global learning rate of 0.4, momentum value of 0.3 and gain value of 0.3 are varied adaptively between the range of [0, 1] randomly and were selected for the entire training and testing. While log sigmoid activation function is used as the transfers function from input layer to hidden layer and from hidden layer to output layer.

For each data set, each trial is limited to 5000 epochs. A total of 15 trials are run for each parameter to validate the best possible results. The network results are stored in the result file for each trial. Mean Square Error (MSE) is used to verify the accuracy in the results.

On each problem, the following four algorithms were analyzed and simulated, here two algorithms are proposed by Nazri [25][28] and the other two are the standard algorithms:

1. Traditional Gradient Descent with Momentum (GDM).
2. Gradient Descent with Line search (GDL)
3. Gradient Descent with Gain (GDG).
4. Gradient Descent with Gain and Line search (GDGL).
Three pre-processing techniques used are as follows:

1. PMMN1: Pre-processing Technique (Min-Max Normalization).
2. PZSN2: Pre-processing Technique (Z-Score Normalization).
3. PDSN3: Pre-processing Technique (Decimal Scaling Normalization).

4.1. Benchmark datasets

The simulations were carried out on three datasets taken from UCI Machine Learning Repository. For each dataset, we have estimated the overall accuracy by 5-fold cross-validation: each data set was divided into five equal parts, using four folds as the training set and the remaining block as independent test set. Those three datasets are the Wine recognition, Haberman’s survival and the Iris.

4.2. Classification results

Using the prepared datasets, set of experiments were performed. The data proportion applied is as stated below; data transformation such as normalization improved the accuracy and efficiency of ANN models.

**Table 1. Classification of Haberman’s Survival**

<table>
<thead>
<tr>
<th>Pre-Processing</th>
<th>HABERMAN DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GDM</td>
</tr>
<tr>
<td>PMMN1</td>
<td>95.55%</td>
</tr>
<tr>
<td>PZSN2</td>
<td>95.67%</td>
</tr>
<tr>
<td>PDSN3</td>
<td>95.45%</td>
</tr>
</tbody>
</table>

**Table 2. Classification results for Wine Recognition**

<table>
<thead>
<tr>
<th>Pre-Processing</th>
<th>WINE RECOGNITION DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GDM</td>
</tr>
<tr>
<td>PMMN1</td>
<td>95.11%</td>
</tr>
<tr>
<td>PZSN2</td>
<td>95.08%</td>
</tr>
<tr>
<td>PDSN3</td>
<td>96.23%</td>
</tr>
</tbody>
</table>

**Table 3. Classification results for IRIS**

<table>
<thead>
<tr>
<th>Pre-Processing</th>
<th>IRIS DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GDM</td>
</tr>
<tr>
<td>PMMN1</td>
<td>98.41%</td>
</tr>
<tr>
<td>PZSN2</td>
<td>96.06%</td>
</tr>
<tr>
<td>PDSN3</td>
<td>97.20%</td>
</tr>
</tbody>
</table>

Table 1, Table 2 and Table 3, show the classification results obtained with several pre-processing techniques (PMNN1, PZSN2 and PDSN3) using GDM, GDG, GDGL and GDL). The values marked with bold typeface indicate the best results.

From these results, some initial remarks can be drawn. Firstly, for the majority of the datasets, there exists at least one pre-processing technique whose classification accuracy is better as compared to others. Also, we detect
that after applying the pre-processing techniques with several MLP-ANN methods described previously, the PMMN1 technique was the best one preserving the overall accuracy as much with the GDG as well as GDGL models.

On the other hand, when comparing the overall classification accuracy of the gradient descent models, we found that the GDG model generally has a promising behavior for all three datasets and three pre-processing techniques with an accuracy of 99.87%. In other words, the accuracy obtained with GDGL can differ from one problem to another depending on the dataset used, yet it outperforms the traditional GDM except for IRIS dataset with PDSN3. On the other hand, it was observed that with the addition of pre-process techniques, the GDG model behavior is effected more than the other models especially when PMMN1 technique is applied.

The IRIS dataset establishes a very certain case, in which GDG model behavior is strongly affected. In all cases, the results obtained with PMMN1 pre-processing technique is always higher than the overall accuracies obtained with any other ANN model. A similar situation is observed with Haberman’s Survival data set when PMMN1 is used together with GDG model, it still outperforms others models with the highest accuracy of 97.61%.

5. Conclusions

Nowadays, in the ANN, the high computational cost connected with the learning process of the MLP is a grave problem. This cost is directly linked with the training dataset size. In this study, we proposed to reduce the computational cost of ANN training by introducing pre-processing techniques (such as; Min-Max, Z-Score and Decimal Scaling Normalization). For that, four variations of well-known gradient descent methods were used. The simulations results show that the use of pre-processing techniques increased the accuracy of the ANN classifier by at least more than 95%. This achievement could be interpreted in an important computational cost diminution related to the learning process of the network. On the other hand, it was also observed that in many datasets the classifier behavior was increased and only a few cases show loss in the classifier effectiveness. Finally, the methodology proposed in this work can be advantageous when the computational cost linked to the ANN learning is expected. The results show that the pre-processing techniques increase the robustness of the proposed algorithm [25] [28] and increase the training efficacy of MLP’s.
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