Improved performance of an artificial neural network pattern recognizer using design of experiments technique

Ibrahim Masood¹, Nadia Zulikha Zainal Abidin¹ & Adnan Hassan²

¹Faculty of Mechanical and Manufacturing Engineering, Universiti Tun Hussein Onn Malaysia 86400 Parit Raja, Batu Pahat, Johor, Malaysia
²Faculty of Mechanical Engineering, Universiti Teknologi Malaysia 81310 UTM Skudai, Johor, Malaysia

Ibrahim@uthm.edu.my, nadiazulikha@gmail.com, adnan@fkm.utm.my

ABSTRACT

In the field of bivariate quality control (BQC), artificial neural network (ANN)-based pattern recognition schemes have been developed for monitoring and diagnosis of process variation pattern. In order to achieve efficient recognition performance (RP), proper design of an ANN-based model recognizer is essential. Extensive literature review revealed that the recognizers were mainly designed empirically. In this study, design of experiments technique was utilized for determining the suitable design parameters. Based on raw data input representation for a generalized-model ANN recognizer, four design parameters were investigated, i.e., size of recognition window, number of training data, quality of training data and number of hidden neuron. The process variation patterns were focused on bivariate process mean shifts with linear correlation function, \( p = 0.1 \sim 0.9 \) and mean shifts, \( \mu = \pm 0.75 \sim 3.00 \) standard deviations. The findings suggested that improved RP could be achieved by setting specific design parameters into the specialized-model ANN recognizer (RP = 98.85%). This model gave superior result compared to a single generalized-model ANN (RP = 96.5%). This study has provided a new perspective in designing a specialized-model ANN pattern recognition scheme.
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