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ABSTRACT 

Moving object detection is a vital aspect of motion analysis. It has drawn an 

increasing attention in the recent years due to its applications such as in communication, 

traffic monitoring, security surveillance, robot navigation and servoing. Despite the fact 

that much research efforts have been devoted to this area, detecting moving object using 

non-stationary moving camera remains a great challenge. The research undertaken in this 

thesis is mainly concentrated on developing a reliable and robust detection system which 

incorporates some operation on images such as thresholding, blob labelling, blob 

matching, filtering and blob analysis. The basic idea behind this system is that the motion 

of the moving object is di fferent with the motion of background object. Path transversed 

within a certain period of observation of the moving object is usually longer than 

background object. By using blob labelling and blob matching operation, this system 

would be able to track binary blobs over an arbitarily long image sequence. The criteria 

for matching binary blobs from two adjacent frames are position, height, width, area, 

colour and aspect ratio. If the the path transversed ofa binary blob within a certain period 

of observation is sufficiently long, then the tracked blob is considered as moving object. 
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ABSTRAI( 

Mengesan objek bergcrak merupakan satu aspek yang penting dalam anal isis 

pergerakan. Ia semakin mendapat perhatian dalam beberapa tahun kebelakangan ini 

disebabkan aplikasinya dalam komunikasi (persidangan video), pengawasan lalulintas, 

pengawasan keselamatan, pengemudian dan pengawalan robot dan sebagainya. 

Walaupun banyak usaha penyelidikan telah ditumpukan dalam bidang ini, pelaksanaan 

satu sistem mengesan objek bergerak dengan menggunakan kamera bergerak masih 

menjadi satu cabaran. Penyelidikan yang dijalankan ini memberi penekanan kepada 

penghasilan satu sistem mengesan objek bergerak yang tepat, jitu dan efisien, dengan 

meggunakan kaedah-kaedah dalam Pemerosesan Imej seperti thresholding. blob labeling. 

blob matching. filtering and blob analysis. Konsep atau perkara asas dalam 

membangunkan sistem ini ialah pergerakan objek bergerak adalah berbeza dengan 

pergerakan objek statik. Jarak perjalanan bagi objek bergerak dalam satu jangka masa 

tertentu adalah lebih jauh berbanding jarak perjalanan bagi objek statik. Dcngan 

meggunakan blob labeling dan blob matching. sistem ini berupaya menjejak binary blobs 

dalam satu jujukan imej. Kriteria yang digunakan untuk proses blob matching ialah 

posisi, ketinggian, keluasan, saiz dan wama blob. Jika jarak perjalanan dalam jangka 

masa tertentu bagi sesuatu blob itu telah melebihi jarak minima yang telah ditetapkan, 

maka blob itu dikira sebagai blob bergerak. 
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CHAPTER 1 

INTRODUCTION 

In everyday life, humans visually keep detecting and tracking a multitude of 

objects with certain objectives in mind. Examples are orientation in the environment, 

recognizing persons in the surroundings, locating, recognizing, monitoring and handling 

of objects. 

Although much has been learned from biological and human vision for image 

processing and analysis, the markedly different tasks and capabilities of the function 

modules have to be kept in mind. It is not possible to simply transfer or copy the human 

biological vision to machine vision system. However, the basic functionality of the 

human vision system can guide us in the task of how these principles can be transferred 

to technical vision system such as motion analysis. The analysis of motion gives access to 

the dynamics of processes. Motion analysis is generally a very complex problem. The 

true motion of objects can only be inferred from their motion after the 3-D reconstruction 

of the scene. 

The increasing use of video sensors, with Pan-Tilt and Zoom capabilities or 

mounted on moving platforms in surveillance and autonomous driving vehicle 
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applications, have focused the attention of researchers on the detection of moving objcct~ 

in a video streams acquired by a moving platform. 

1.1 Objectives 

The main goal of this project is to develop a system which is capable to detect and 

track moving object from the frames captured by a non-stationary camera. It attempts to 

make use of the blob labeling, blob analysis and blob matching technique in order to 

accurately detect and track a moving object 

1.2 Project Scopes 

In general, there are 2 main components in any motion detection system. One is 

the scene, more often called the world, and the other is the observer, which, in most 

cases, is represented by the camera. For analyzing motion detection, it is imperative to 

understand the configuration between the camera and the world, as each one of them is 

treated in a slightly different manner. There arc 3 possible configurations 

I. stationary camera, moving objects (SCMO) 

2. moving camera, stationary objects (MCSO) 

3. moving camera, moving objects (l'vIOvlO) 

In this project, the research is based on moving camera, moving objects (ivICivIO) system. 
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The proposed detection and tracking algorithm is mainly concentrated on robustly 

detecting the movement of a single moving object from an image sequence obtained from 

the moving camera. Nevertheless, the algorithm has a capability to detect multiple 

moving objects but with some constraints. 

Each frame of the captured image sequence is fixed to a size of 256 x 256 pixels. 

The processing of the acquired image sequence is performed in the binary format, which 

has 2 value; '0' and' I'. 

The system that will be developed is an off-line system and nol real time or 

simulation. The entire moving object detection and tracking program is developed using 

Microsoft Visual C++ version 6.0. 

Camera motion is strictly translation and not rotation or pan-tilt. 

1.3 Problem Statements 

Problems concerning about this system can be classified into two categories; 

motion detection and motion tracking. 

Motion detection involves verifying the presence of a moving object in image 

sequences based on the object's temporal change and possibly locating it precisely for 

tracking or recognition purpose. 
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Whereas motion tracking is an iterative process of determining the trajectory of a 

moving object during a video sequence, by monitoring the the object's spatial and 

temporal changes, including its presence, position, size, shape, etc. This is done by 

solving the temporal corrcspondence problem, i.e the problem of matching the target 

region in successive framcs of a sequence of images taken at c1osedly-spaced time 

intervals. 

These two processes are closely related because motion tracking usually starts 

with detecting moving objects, while detecting an object repeatedly in subsequent image 

sequence is often necessary to help and verify tracking. 

1.4 Application or Motion Detection and Tracking System 

Detecting and tracking a moving object in a dynamic video sequence has been a 

vital aspect of motion analysis. This detecting and tracking system has become 

increasingly important due to its application in various areas, including communication 

(video conferencing), transportation (traffic monitoring and autonomous driving vehicle), 

security (premise surveillance) and industries (dynamic robot vision and navigation). 

Specifically, the main application targeted by the proposed detecting and tracking 

algorithm is for implementing an autonomous driving system. The system can be used to 

automatically detect and track any moving object exist in the traffiic scenes such as 

moving cars in highway within the view of the moving camera. Obstacle detection is one 

of the key functions in an autonomous driving vehicle. 
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1.5 Thesis Outline 

Chapter I provides readers a first glimpse at the basic aspects of the research 

undcrtaken, such as objectivcs, scopes, problem formulation and the application targeted 

by the developed moving object detection and tracking system. 

Chapter 2 gives an insight to the existing vision-based moving object detection 

and tracking algorithms developed by the various researchers, and subjectively classifY 

them into four categories. 

Chapter 3 elaborates on the methodology of the proposed detection and tracking 

algorithm. This chapter gives an explaination for each main stages in the developed 

detection system such as blob labeling, blob analysis, blob matching and a testing for 

moving blob criteria. 

Chapter 4 is mainly devoted for demonstrating the experimental results and 

performance of the proposed detection and tracking algorithm on some off-line image 

sequences. 

Chapter 5 deals with the summaI)' and conclusions of the research. A number of 

research findings obtained from the empirical results of the implemented detection and 

tracking system are also discussed. Lastly, some realistic extensions as well as possible 

enhancements for the research are provided. 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



CHAPTER 2 

LITERATURE REVIEW 

[n general, the existing approaches and algorithms formulated to deal with objects 

detection and tracking from the images taken by non-stationary moving camera, can be 

subjectively classified into a few categories, i.e. feature-based region matching technique, 

correlation-based matching technique, gradient-based technique and frame differencing 

technique with certain frame adjustment. The basic idea behind all these techniques is 

that the motion of the moving object is different with the motion of background object. 

The choice of the algorithm that will perform well depends upon many 

considerations. Of primary concern is the selection of an efficient model that well suited 

the requirements of the particular desired application. 

2.1 Correlation-Based Matching Tcchniquc 

The idea of this approach is to partition an image [, into segmented region and to 

search for each orthe segmented regions the corresponding segmented regions in the 
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successive image It+1 at time t+1 

The detection and tracking algorithm proposed by Volker Rermann in [I4J 

utilizes both correlation and features as matching technique to detect and track moving 

object in the scene intended for robotic and vehicle guidance applications. In order to 

provide more robust approach, color regions that could not be matched on the feature 

level are matched on the pixel level by the integration of a correlation-based mechanism. 

From his finding, with feature-based matching technique, nearly 90% of the 

image area can be matched in an efficient and accurate way. The correlation-based 

matching technique, which requires more elaborate processing, is thus only applied to a 

small fraction of the image area. It yields very accurate displacement vectors and most of 

the time finds the corresponding color regions. 

2.2 Gradient-Based Technique 

Gradient-based method, especially optical-flow method, has been shown to be 

powerful tool for analysis of scene in the case of static camera [10J[II]. The main 

principle in the optical-flow method is to solve the so-called optical flow-constraint 

(OFe) equation. The equation states that the temporal gradient of the moving object is 

equal to the spatial gradient, multiplied by the speed of the moving object in both X and)' 

directions. Both of the gradients can be computed easily, leaving the speed in both 

directions to be unknown. 
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2.3 Frame Differencing Technique (with certain frame adjustment) 

In the case when the camera moves. the b:1ckground is no longer st:1tion:1ry. 

Therefore we should lise :1 camera motion modelling to recover the motion of the camer:! 

By applying this motion to previous frame and comparing the result with the cllrrent 

frame we can estimate the areas for which the camer:! motion model does not hold. These 

areas correspond to the actual moving objects in the scene. 

In order to model and compute motion, an understanding is needed as to how 

images (and therefore image motion) are formed [13]. Motion in image sequences 

acquired by a video camera is induced by movements of objects in a 3-D scene and by 

camera motion. Thus, camera parameters, such as its 3-D motion (rotation, translation) or 

focal length, play an important role in image motion modelling. If these parameters are 

known precisely, only object motion needs to be recovered. The 3-D motion of objects 

and camera induces 2-D motion on the image plane via a suitable projection system. To 

compute motion trajectories, underlying models must be selected, e.g., motion model 

(representation, region of support) and occlusion model. The choice of models and their 

parameters is application-dependent; for example the occlusion model mayor may not be 

relevant for an image analysis. 

Consider a point on an object moving in a 3-D space. Let its position at time t be 

X = X(t) = (X(t); Y (t);Z(t))T E IR3 expressed in camera coordinates. (X(t); t) defines a 

curve in 3-D space over time which we refer to as the world motion trajectolY For any 

two time instants t and T , the world motion trajectory identifies a 3-D displacement in 

position can be represented by Equation 2.1. 

Dl.! (X) = X(T) - X(t) (2.1 ) 
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For a review of 3-D motion and its relationship to the apparent 2-D motion of interest 

here, the information is referred to [13]. 

An image acquisition system projects the 3-D world onto a 2-D image plane with 

image coordinates x = (x: y)T E A where A is a sampling grid. usually an orthogonal 

lattice. Upon this projection, world motion trajectories result in (2-D) motion trajectories 

(x(t), t). Definition of a 2-D motion is adopted from [13]: a trajectol}' is defined only in 

the time interval in which the associated point is visible in the image. Thus, assuming 

non-transparent objects, each spatio-temporal position (x; t) belongs to a motion 

trajectol}' of one visible point on Iy. As depicted in Fig. 2.1, the 2-D displacement can be 

expressed, similarly to the 3-D displacement, as follows 

dt• t (x) = xC,) - x(t) (2.2) 

\. 

O:(T).I.) 

.\' 

Fig. 2.1. Motion trajectol}' x(t) and associated displacement vector dt,(x). 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



10 

In general, a motion field is a vector-valued function of continuous spatial 

coordinates. In practical applications, this function is often described in a parametric form 

using a finite, usually small, number of parameters. Since 2-D motion results from the 

projection of moving 3-D objects onto the image plane, a model for 2-D motion fields 

can be derived from models describing 3-D motion, 3-D surface function and camera 

projection geometry. I f these models are parametric, the resulting 2-D motion model will 

be parametric as well. As a simple example, consider a 3-D planar patch undergoing 3-D 

affine mQtion under orthographic projection. The 3-D affine motion can be written as 

follows 

D(X) = (R - I)X + S (2.3) 

In general, the 3x3 matrix R = (rij) has 9 degrees offreedom, and the translational motion 

vector s = (s I; s2; s3) T has another 3 degrees of freedom. Equation (2.3) includes rigid 

motion as a special case. Then, R is a rotation matrix, i.e., its columns (rows) are 

orthonormal, thus allowing only 3 degrees of freedom corresponding to the three rotation 

axes. Let the planar patch be specified by three parameters a, 13 and y as follows, 

aX + I3Y + y Z = I (2.4) 

The camera model provides two additional scalar equations mapping 3-D world 

coordinates onto 2-D coordinates of the image plane. For an orthographic projection, the 

following relationship holds: 

3 
X = cX, y = cY; c E IR (2.5) 

Substituting equations for the camera model (2.5) and for the 3-D surface (2.4) into (2.6), 

one readily obtains a model for 2-D motion which, for the given example, becomes the 2-

o affine model 

d(x) = (A - J)x + b; (2.6) 

with 
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A= 
[ 

(l 

r" - y rl.1 

a 
r21- - r2.l 

)' 

Table 2.1 Motion Model 

2-D model 3-D model 

Numberof 3-D 
Motion field surface 

3-D 
parnlllctcrs 

function 
motion 

Translational 2 d(x)=(a"b,Y arbitrary 
rigid 3-D 

translation 

Affine G 
d(x)= ( a, 

h, a}+(a'J 
b, bJ planar 3-D affine 

[ ",+o,x+o,y 1 
Projective 

I+a,x+b,y 

8 
d(x)= -x 

planar 3-D affine 
linear b,+b,x+b,y 

I+a,x+b.y 

Quadratic 12 
qx) {a-t=+GY+a.i+ax)'t-a,;1J 

b+b-.x+by+bi +ax)'tb;1 parabolic 3-D affine 

2 per d(x)= ff a}1(x-~'i,y-~. j) 'smooth' as specified 

Sampled 
11" pixel 1.1 J7.J by ii1te;:polatio;;k~~el 

H 

21KI d(x)= L (a'1JXlyJ 'smooth' as specified 
Polynomial motion-

adaptive 
(,.) ,., hi} by K 

II 

Camera 
model 

orthographic 

orthographic 

perspective 

orthographic 

arbitrary 

arbitrary 

This model has been extensively used in the literature for 2-D motion representation [\3]. 

Clearly, a 2-D motion model does not uniquely correspond to one 3-D model; identical 2-

D motion models may result from di ffcrent assumptions about 3-D motion, surface and 

camera projection models. Table 2.1 summarizes some parametric models for 2-D motion 

and provides possible underlying assumptions. 
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