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ABSTRACT

In this era of information technology, critical fields such as forensic and medical science generates large amount of images. This rapid increase in the digital contents (images) has made Content Based Image Retrieval (CBIR) an attractive research area in the domain of Multimedia. In conventional CBIR, low level features consisting of Color, Texture and Shape are used to search relevant images. However, these low level features are unable to search the similar images as per user semantics which is known as the gap between low level feature and user semantics. Bridging this gap between the low level features and high level semantics, is one of the most important challenges for the CBIR. To solve this problem, Relevance Feedback (RF) coupled with Support Vector Machine (SVM) has been applied. However, when the size of positive samples marked by the user is small, the performance of CBIR is often unsatisfactory. To improve the performance of RF for CBIR, this thesis has proposed a new low level feature extraction technique named as CLD-cw and two new image retrieving techniques named as PSO-SVM-RF and PSOGA-SVM-RF, which combines RF and SVM with metaheuristic algorithms called Particle Swarm Optimization (PSO) and Genetic Algorithm. To prevent PSO from premature convergence, this thesis also proposed a Laplace mutated PSO. The aim of these new techniques is to minimize user interaction with the system by minimizing the number of RF. PSO-SVM-RF and PSOGA-SVM-RF were tested on coral photo gallery containing 10908 images. Precision, recall and F-Score were used to evaluate the proposed techniques. For the purpose of validation, the performance of developed approaches was compared with the performance of other well known CBIR techniques. This comparison was carried out based on precision and F-score. The experiments showed that PSO-SVM-RF and PSOGA-SVM-RF achieved more than 30% accuracy in terms of precision than previous CBIR techniques. PSO-SVM-RF and PSOGA-SVM-RF also achieved higher value of precision and F-Score in less number of RF.
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CHAPTER 1

INTRODUCTION

1.1 Background of Study

In this era of information technology, personal as well as commercial image databases are increasing exponentially. Different areas such as entertainment, fashion design, art galleries, education, medicine and others are generating the large number of digital contents. These contents are stored in the form of images which is referred as image database. Currently, image database facility is frequently being used by several departments such as hospitals, surveillance, journalism, crime prevention and historical research for efficient service. For example, the department of forensic science preserves the criminals images, stolen items and crime scenes for the purpose of suspects identification and safety. Besides this, X-rays and Medical Resonance images (MRI) are kept for the purpose of medical diagnosis, research and monitoring in medical profession. Journalists generate the image database for different events and activities such as personalities, sports, buildings, products advertisements and many national & international events. Historical research also has image archives in different areas, for example, sociology, medicine and arts etc. For efficient services, it is very important that the process of storing and retrieving the images should be performed proficiently. Searching and retrieving the similar images from small image database is an easy task, but in case of large image database user faces the image retrieval problem. Hence, a well-organized and precise approach is required to solve the image retrieval problem. For this purpose currently two approaches are used which are text-based and content-based techniques. In text based approach, each image is indexed by a keyword, description or classification code, which is used to search the image throughout the retrieval process.

In text-based image retrieval, different users apply different keywords for annotation, which makes it non-standardized approach. Text-based image retrieval process, image annotation is done manually which requires enormous amount of labor. There is also a possibility that, for a particular image the perception of annotator and
the user (the person searching for image from the database) may differ which can affect the retrieval accuracy. For example, if an image contains picture of car and building but annotated as “car”, when someone search based on keyword “car”, the image will be displayed although it might not be desired.

To solve this problem, Content Based Image Retrieval (CBIR) is used for improving the accuracy of image retrieval process and attaining the satisfaction of the user. CBIR searches the desired images using image contents based on the similarity rank. The prime objective of CBIR is to build significant descriptions of physical characteristic from images to assist efficient and effective retrieval [4]. Since last 2 decades, CBIR has become an emerging research area in the field of multimedia. In CBIR process, user inputs a query image to the system and system searches the similar images against query image from the image database and displays to the user. The tasks performed in CBIR process include extracting the image features using image pixels and similarity comparison between the query image & the database images. The similarity between images is measured based on the extracted image features. Image features are extracted in offline mode while image retrieval is performed in online mode. In CBIR, the features of all the images are extracted and stored as feature database. When a user submit query image to the retrieval system for searching desired image, the system computes the feature vector for the query image and then computes the distance between the feature vector of the query image and the feature database. Finally system ranks the results based on the similarity measure and displays the most relevant images to the user. For improving the CBIR’s performance, users can be involved for obtaining feedback during the retrieval process which is called Relevance Feedback (RF). The general concept of the CBIR using RF is illustrated in Figure 1.1.

CBIR is useful for different applications for examples, a design engineer who wants to search the related design projects from his organization database for his new client requirements. To search from the project database of his organization for design projects similar to that required by his clients. Similarly, police needs to confirm the face of suspects from criminals image database. Before the approval of trademarks, it needs to search that whether the same or a similar one is already available or not. One of the important application area of CBIR is the medical science; some disease require the medical practitioner to search and review similar scanned images or X-rays of a patient before suggesting some solution.

RF is considered as an influential tool [5] and has been applied successfully by many researchers [6][7]. RF Process is performed into two steps as, (1) once the retrieved images are displayed, the user labels relevant and irrelevant samples as positive and negative feedback respectively; (2) the CBIR system refines its search procedure based on the labeled feedback samples to improve retrieval performance. These steps are carried out iteratively until the user is satisfied. For achieving the
acceptable level of retrieval accuracy, higher number of feedback iterations is required. This leads to the need of further enhancements in RF.

1.2 Motivation

Rapid increase in digital contents has resulted in the need of efficient and automated mean for retrieving these digital contents. For example law enforcement agencies collects images from crime scenes and search similar images from the forensics database to identify suspects based on the collected images. Medical science also needs an efficient and accurate image retrieval tool for diagnosis purpose. For this, CBIR has gained much attention during past decades. CBIR is an automatic image retrieval which is used the image contents to perform image retrieval task. In CBIR systems, the image content is represented by their Low Level features (LLF) such as color, texture and shape. The drawback of LLF is that there is tendency of losing much detailed information of the images specially in case of looking for images which contain the same object or the same scene with different viewpoints. LLF may treat such images of different class in the same class, for example, in Figure 1.2 (a) is from human class and Figure 1.2 (b) is from dog class, if user inputs human image to the system, it will search the dog image also due to the similarity of LLF. Both photos have similar LLF as shown in Figure 1.2. However, a human can easily distinguish both pictures, which is called High Level Semantics (HLS). HLS is the subjectivity of human perceptions. Different users analyze images differently; even a user may analyze the same images differently in the different situation.
Figure 1.2: Two images having similar textures and color statistics but different in semantic meaning

One of the challenging problems of CBIR is to bridge the gap between LLF and HLS as shown in Figure 1.2, the visual features of human and the dog are very similar, but their semantic meanings are completely different that why for machine it is not easy to distinguish between these two figures. RF is a technique that is adopted from information retrieval to bridge this gap and enhance the performance of CBIR. The basic aim of RF is to distinguish the relevant and irrelevant images displayed by the system [8]. Various researchers [9, 10, 8] used different mechanism to improve the performance of RF based image retrieval systems. However, RF process needs large number of iterations to achieve desired results which can frustrate the user and also consumes excessive time. To overcome this problem, different machine learning techniques such as Mining User Navigation Patterns [9], Gaussian Mixture Modeling for the uses [11] and SVM [8] are used for enhancing the performance of RF. Among these, SVM is the most popularly used technique which models the retrieval process as the classification problem and uses relevant and irrelevant images as training sets [12]. SVM based RF also has some limitations as highlighted by Bian and Tao et al. [12]. These are:

- SVM classifier is unstable for a small-sized training set, i.e., the optimal hyper plane of SVM is sensitive to the training samples. In SVM RF, the optimal hyper plane is determined by the feedback samples. Usually, the users label a few images and cannot label each feedback sample accurately all the time.
Therefore, the performance of the system may be poor with insufficient and inexactly labeled samples.

- SVMs optimal hyper plane may be biased when the positive feedback samples are much less than the negative feedback samples. In the relevance feedback process, there are usually many more negative feedback samples than positive ones. Because of the imbalance of the training samples for the two classes, SVMs optimal hyper plane will be biased toward the negative feedback samples. Consequently, SVM RF may consider many query irrelevant images as relevant ones.

Hence, for achieving the better performance of CBIR in any domain area these problems need to be addressed. Thus, this study focuses on addressing the problem of bridging the gap between the LLF and HLS. Also, the issues of SVM based RF CBIR techniques are addressed by evolving the training set and increasing the number of relevant images through stochastic nature of Particle Swarm Optimization (PSO). The purpose of using PSO is to increase the number of positive samples marked by the user. It will enable SVM to have larger relevant set for performing classification task. Besides that, this thesis also explores the combination of Genetic Algorithm (GA) with PSO to improve the performance of SVM based RF technique. The increased positive samples by PSO input to GA, where GA further increased the number of positive samples to have more larger training set for SVM.

1.3 Objectives

1. to develop a new signature scheme CLD-cw using Color Layout Descriptor and Coiflets Wavelets.
2. to develop a scheme using Particle Swarm Optimization, Support Vector Machine and Genetic Algorithm to improve the performance of CBIR.
3. to develop a Laplace mutated PSO for premature convergence of PSO.

1.4 Scope

This work only focuses on the texture and color feature extraction while shape features will not be under consideration as the experiments will be conducted on general images, therefore there is no such requirement to compute the shape features. This thesis proposed a new scheme using PSO, SVM and GA to enhance the performance of CBIR in terms of accuracy. This study used 5 iteration of PSO to save the execution time. To validate the work, experimental work will be carried out on coral image database [12] having more than 10,000 images. Coral database contains the images
from different classes such as, African peoples, Beaches, Buildings, Buses, Horses, Food, Mountains, Flowers, Elephant, Dinosaurs and others.

Though, there are various metrics available for measuring the performance of CBIR, however Precision, Recall and F-Score are widely adopted metrics [12, 10, 8]. Hence, in this thesis only Precision, Recall and F-Score are adopted as metrics for measuring the performance of proposed CBIR techniques.

1.5 Thesis Outline

The rest of the thesis is organized as follows. Chapter 2 summarizes the important aspects of CBIR and the primary research issues addressed in various research works related to CBIR. The core objective of this chapter is to provide the basis of CBIR to the readers of this thesis. Visual features to represent the images, similarity measure techniques and approach of results presentation and performance evaluation are discussed in this chapter. This chapter also discusses robust image retrieval and retrieval models, which are the topics to be investigated in this thesis.

In Chapter 3 research on feature aggregation for similarity is presented. A feature vector is proposed by combining the Color Layout Descriptor (CLD) and Coiflets wavelet. This chapter specifically focuses on the user involvement in the image retrieval process. The issues which appear as a hurdle in the success of RF based CBIR system have been addressed. In this regard problem of over sensitivity in subjective labeling is addressed which is a significant source of user frustration. The second problem which addressed in this thesis is the problem of enormously large imbalanced feedback for SVM based image retrieval. Particle Swarm Optimization is employed with support vector machines and user feedback to enhance the performance of CBIR. Retrieval is considered as an optimization problem where relevant output against any query image is subject to maximize.

The detail of the implementation is presented in chapter 4. The implementation of the visual features is discussed in detail and detailed architecture of the proposed solution is presented. Two approaches namely PSO-SVM-RF and PSOGA-SVM-RF are presented in this chapter. PSO-SVM-RF combined the PSO and SVM to improve the performance of RF. It is explained that how PSO helps SVM and RF to improve the performance of CBIR. In PSOGA-SVM-RF approach, GA is injected in PSO-SVM-RF approach, in this chapter it is described that how GA improve the performance of PSO-SVM-RF approach.

Chapter 5 is about the assessment and validation of the proposed approaches. Assessment is aimed to check the performance of the system, carried out through experiments on real data set. The validation process involves the comparison of the
results obtained during the assessment process of PSO-SVM-RF and PSOGA-SVM-RF with other well known RF based CBIR system. The results are presented in the form of tables and graphs.

Finally, Chapter 6 concludes the entire work, highlights the contribution of the thesis and suggests future work.
CHAPTER 2

CONTENT BASED IMAGE RETRIEVAL

2.1 Introduction

This chapter discusses the fundamental concepts of Content Based Image Retrieval (CBIR) and review relevant topics to provide the basis for this thesis. An overview of CBIR, feature extraction techniques, similarity measure techniques and the enhancements of CBIR are described in detail. In the context of feature extraction, the details of color, texture and shape features are elaborated. The discussion about similarity techniques is also provided. The enhancements of CBIR such as segmentation based CBIR techniques, Support Vector Machine (SVM) based CBIR and relevance feedback based CBIR techniques together with the concept of Particle Swarm Optimization (PSO) and SVM are also presented.

2.2 An Overview of CBIR

In the era of information technology, various professions are using image databases such as: forensic science, medical science, journalism and arts & design. Search engines such as yahoo, Google are performing vital role to facilitate the users in searching documents using their textual contents. However, the results are often poor when the image searching is done through keywords, because for searching similar desired images, the capacity of the keyword is very limited. For example, when a user use keyword “car+building” to search from the search engine, as a result, only few images from searched images contain car and building but most of the images contain either only car or building regardless of the fact that user is interested to search the images containing building and car. One of the reasons for this lacking is that, the meta data, keywords, tags or any other information attached to the picture can vary from person to person. Such as a picture of fort in deserts, one user can perceive as fort picture while the other can perceive it as scenery of deserts. Therefore, it is very important that the search engine must be capable to handle these kinds of issues in
order to retrieve user desired images. For this, the researchers have proposed the use of CBIR to tackle image searching efficiently regardless of meta data and keywords.

CBIR system uses the actual image visual contents which can describe the image in better way for searching any image from large repositories and it does not require to use any keywords or associated meta data.

General retrieval procedure of CBIR system needs a query as input from the user. The query can be an image or sketch, for which user wants to search similar images from the image repository or from internet using search engine. There are two approaches of CBIR available to search an image as; (1) known as the reverse image search [13] and content matching [13]. In reverse image search approach, the system searches exact match of the query image. Various CBIR system such as Tin eye (http://www.tineye.com/) employ this approach to display the exact match of the query image to the user available on the internet. On the other hand, in content matching approach, query image is treated as a sample image based on which, the system hunts for relevant images using the visual contents of the query image.

CBIR system hunts the images from the image database with alike semantic sense. Usually LLF (visual features) are used to compute the similarity between the query image and the database images [13]. LLF are extracted for all available images in the database which are stored as feature database. When user input a query image to the system, system first extract the features of the query image and then find the similar images from image database, based on the visual features. For similarity measurement, distance between the database images and query images is computed which is known as similarity distance. The results are ranked and returned based on the similarity distance. To retrieve the most desired results, image retrieval process is enhanced by involving the user in retrieval process. System allows the user to record her/his feedback on relevant output; so that the image retrieval system can generate more accurate output.

In CBIR, query input is the fundamental need. There are several ways to represent the query. Usually, users provide an example image to the system, which is treated as the query image. This method of query input is called as Query by Example (QBE) scheme. The contents of this query image are considered as required information to be searched by the user. In QBE, image searching process begins immediately after extracting visual features from image where system displays various images similar to the example image used for searching. These images are displayed based on similarity measure. Datta et.al.[14] stated that query by example paradigm is the representative mean to query from a CBIR system.

CBIR systems are also capable to search relevant images based on the region of query image marked by the user. Such systems do not use whole image as a query image, but they only use some Regions of Interest (ROI) of the query image, which
are of user interest. Researchers named this technique as query by image region. To employ this approach, the retrieval systems use segmentation. Region based technique was introduced by Carson and Greenspan [15]. In this technique, when query image is loaded, user needs to mark her/his interested region to search from the image repository. Segmentation is used for image divisions into regions. Some CBIR systems do not rely on one image as query image but multiple examples are selected as query image [16]. In such systems, user selects multiple images and system further performs searching process by considering all the query images simultaneously.

In case, if example image is not available; then query by sketch is a beneficial technique to formulate the user query. Szanto et al. [17] presented sketch-based image retrieval system. This approach is helpful for the digital libraries, photo sharing sites and crime preventions. This approach is a good asset for the law enforcement agencies and forensics lab to catch suspects and identify victims. One example for potential applications of this technique is suspect identification when police department only has the sketch of the suspect to match from the forensic database.

2.3 Feature Extraction

When query image provided to the system for searching the similar images, the contents of the query image are described in term of LLF or visual features. The efficiency and effectiveness of the CBIR system highly depends on the quality of feature vector. Therefore, choosing appropriate visual feature is an important task in CBIR system. Inappropriate feature vector may results in slow and poor retrieval accuracy. Three types of LLF are used to describe the image content in the field of CBIR which are color features, texture features and shape features. In color feature, color histogram is most commonly used technique to describe the color characteristic of an image. Texture is the appearance of a surface which defines repeating patterns of local variation of pixel intensities [18]. Shape features are the best descriptors of the image to perform searching on a shape database. Following sub-sections present detailed discussion on these LLF which including their concept, applicability and use in various types of applications.

2.3.1 Texture Features

Texture is one of the important attributes to identify the objects or any interested region in an image. Texture of an image can be described by various features. In 1973, Haralick et al. [19] described 14 textural features for image classification which include Entropy, Variance, Correlation, Angular Second Moment and others.
These texture features are efficient and can be applied for general purposes. These texture features have been proved very useful for the classification of image data. Experimental work on photomicrograph image set showed that 89% accuracy was achieved by using these texture features [19]. Texture is represented by two approaches as statistical and structural. Statistical methods include Fourier power spectra, co-occurrence matrices, shift-invariant principal component analysis (SPCA), Tamura feature, Wold decomposition, Markov random field, fractal model, and multi-resolution filtering techniques (such as Gabor and wavelet transform), characterize texture by the statistical distribution of the image intensity. Structural methods include morphological operator and adjacency graph which describe texture by identifying structural primitives and their placement rules. Structural methods tend to be most effective when applied regular textures [20]. Some of the texture features are elaborated below.

1. **Tamura Features**: Tamura et al. [21] proposed the textural features similar to human visual perceptions consisting of six features as regularity, coarseness, roughness, contrasts, line-likeness and directionality. These features are developed according to the psychological measurements and are visually meaningful to human [22]. Tamura feature are proved to be less effective when applied to natural scene image retrieval [23].

2. **Gabor Filter Features**: The Gabor filters have been extensively employed to compute features from images, particularly texture features [24]. The human visual system and orientation & frequency represented by the Gabor filter, are similar to each other. Gabor features have multi-resolution and multi-orientation properties and are suitable for texture illustration and discrimination [25]. One of the disadvantages of Gabor filter is that it is expensive in computation and may not be suitable for real time applications where efficiency is the essential requirement [26].

3. **Wavelet Transform Features**: Wavelet transforms are mathematical means to perform signal analysis when signal frequency varies over time. For certain classes of signals and images, wavelet analysis provides more precise information about signal data as compared to any other signal analysis techniques. Wavelet transforms [27, 28] offer a multi-resolution approach to texture classification and analysis. Common applications of wavelet transforms include speech and audio processing, image and video processing, biomedical imaging, and 1-D and 2-D applications in communications and geophysics [29]. Wavelet transforms of a 2D signal is computed using the recursive filtering
and sub sampling. which includes LL, LH, HL, and HH. These sub samples are resulted from wavelets Decomposition; where L represents lower frequency and H represent higher frequency where L represents lower frequency and H represent higher frequency. There are different types of wavelet transforms available, however for texture analysis, pyramid-structured wavelet transforms (PWT) and the tree structured wavelet transform (TWT) are widely used techniques. Usually, PWT is used to decompose LL band while TWT is used to collect information from LH, HL and HH bands as middle frequency channels contain imperative information. Wavelet features are broadly used in various image retrieval systems and results obtained through wavelets match with the results of human vision study [28, 27]. Wavelet transform are originally designed for rectangular images. The advantage of the wavelet transform over Gabor is that, its computation cost is very low [30].

In essence, it can be concluded that Tamura features are less effective for natural science images, while Gabor and wavelet transform both have multi resolution property but Gabor filters are computationally expensive, therefore wavelet transform can be the best choice for image retrieval system.

2.3.2 Color Features

Color is the most widely used visual content for the retrieval of images due to its independency on size and orientation. Various color spaces are available to define the color features for different kinds of applications. Therefore, before studying color features, it is important to study about the color space.

Color space explains the range of the color. As each image is the combination of pixel values where every pixel value is considered as a point in the 3D color space. Usually the color spaces used for the image retrieval are RGB, CIE L*a*b*, HSV and CIE L*u*v*. Prior to select suitable color description, it is important to determine the color space.

Among the color spaces, Read Green Blue (RGB) is most extensively used color space for image presentation. It has three color components red, green and blue as Figure 2.1. By adding these three components, a color can be produced in RGB space and hence these components are known as “Additive primaries”. Red, green and blue are the basic colors with range of 0 to 255. All other colors can be acquired by altering their combination. For example: combination of red at 172, green at 83 and blue at 232 will result in purple color. Adding red and green at 255 such as $R^{255}$ and $G^{255}$ with $B^0$ results in yellow, $R^{255} G^0 B^{255}$ makes magenta and for cyan add $R^0 G^{255} B^{255}$. 
CIE L*a*b* and CIE L*u*v* color spaces depend on the device and are perceptually uniform. They are the combination of a luminance or lightness component (L) and two chromatic components a and b or u and v. CIE L*a*b* is developed to deal with subtractive coloring combination, while CIE L*u*v* is developed to deal with additive coloring combination. HSV or HSL is developed for the computer graphics and can describe color in a more instinctive means. HSV color space has three components as Hue, saturation (light) and value (brightness) as shown in Figure 2.2.

In HSV color space, Hue illustrates the shade of the color. Saturation demonstrates the purification of the hue with respect to white. While value, represents the brightness of the color. For example: If there is a full red color without any white in it, this red color is considered as completely saturated, if a little white is added with this red, the color will convert to pink but the hue will remain red with low saturation. Saturation is measured in percentage and its range is from 0 to 100. A full red without any white is 100% saturated. Through value, the level of brightness of any image is measured. Bright color reflects lot of light, while a dark color cannot such as if a completely red car is observed in day and night, during day it will look bright as compared to night time. It happens due to reasons that in night time, color reflects less light compared to day. Value is measured in percentage and the range of 0 to 100. The range represents the amount of light reflecting from the color. A color with red hue will look bright if value is high. If value is low, same color will look dark. The hue remains unchanged to the changes in light and directions of camera. Hence, it is more suitable for the retrieval of an object. Several color descriptors such as Color histogram, color correlogram, color moments and color coherence vector are discussed in following sub-section.

1. **Color Histogram**: A color histogram can be described by three components of the color space which are hue, saturation and value for HSV color space. It is
also described as red, green and blue for RGB color space [31] for any pixel of an image. Each component of color histogram can be defined by the distribution of the number of pixels for each quantized bin. If a color histogram contains more bins, it means it has more discrimination power. However, histogram having large number of bins not only expensive for computation, but inappropriate for efficient indexing. Use of opponent color space which allows the brightness of the histogram to reduce the image resolution is one of the ways of reducing the number of bins. Use of clusters to find out the k best colors in a known color space for available set of images is another way of reducing the number of bins. Each best color will be treated as the histogram bin. Another option is to select bins which have highest pixel numbers because most of the image pixels can be captured by the small number of bins which boosts up the performance of histogram.

In case of unique color patterns in color images, color histogram is the best way to represent the color contents. Computation of color histogram is easy and helpful to characterize the local and global color distributions in an image [31]. In case of large image databases, most of images having same color information have same color histogram but they are different from each other. To solve this problem Pass et al. [31] proposed the joint histogram technique. Another problem of color histogram is that it does not consider pixels spatial information. Therefore, dissimilar images may have alike color distribution. To overcome this problem, one easy technique is partitioning the image into regions and then computes the histogram for each region. Image can be divided through simple rectangular partition or object segmentation. More sub-areas or regions will provide more information about location, but it requires more computational time and more space. Various researchers [32, 33] have employed color histogram to improve the performance of CBIR.
2. **Color Correlogram:** Colors of any pixel pairs are in first two dimension of a three-dimensional histogram, while 3rd dimension is reserve for their spatial distance. To capture the spatial information along with color information Hung et al. [34] proposed the color correlogram. Color correlogram can be represented into a tabular form indexed by the color pairs, where kth entry for (x, y) stipulates the possibility of searching a pixel of color x and y from a distance k in image. One of the major drawbacks of the color correlogram is that it is expensive to compute [35]. Several researchers [36, 37] have used color correlogram for improving the performance of CBIR.

3. **Color Moments:** Color moments are the measures employed to distinguish images based on their color information. Flickner et al. [38] used color moments as the color feature vector to overcome the quantization effect of the color histogram. Color moments feature vector has lower feature vector dimensions than color histogram and color correlogram which makes it faster and need lower computational complexity. If the image contains multiple objects, then color moments are more effective. Variance, mean and skewness are first, second and third order color moments respectively. These are proved to be effective and efficient to represent compared to Color histogram [35]. Various research works [39, 40] have used color moments to improve the performance of CBIR. Mathematical representation of all three moments is presented from Equation 2.1 to Equation 2.3.

\[
\mu_i = \frac{1}{N} \sum_{j=1}^{N} f_{ij} \quad (2.1)
\]

\[
\sigma_i = \left( \frac{1}{N} \sum_{j=1}^{N} (f_{ij} - \mu_i)^2 \right)^{\frac{1}{2}} \quad (2.2)
\]

\[
s_i = \left( \frac{1}{N} \sum_{j=1}^{N} (f_{ij} - \mu_i)^3 \right)^{\frac{1}{3}} \quad (2.3)
\]

where N represent the total number of image pixels, \( f_{ij} \) is the value of the \( i^{th} \) color component of the pixel \( j \) in image.

These moments perform slowly when they are calculated through HSV color space, however their performance can be boosted using \( L^*a^*b^* \) and \( L^*u^*v^* \)
Use of third moment order with first and second, it improves overall performance in comparison to use of only first and second order [41]. As, each color component has three moments therefore, color contents of every image is represented in only 9 numbers. This is a compact representation of the images comparing to other features. However, color moments extract only the initial color characteristic of the image [42] which is its drawback. Color moments are often used as first filter and then sophisticated set of color features is used for final retrieval.

4. **Color Coherent Vector:** Pass and Zabih [43] proposed the color coherence vector (CCV) to refine the color histogram for the image retrieval. The advantage of CCV over Color histogram is that it captures spatial information of the color and also prevents coherent pixels in one image from matching incoherent pixels in another [44]. However, CCV cannot elaborate the existence of dissimilarity between two images [45]. Main purpose of the CCV is to incorporate the spatial information into color histogram. In CCV histogram, bins are partitioned into two classes as coherent or in coherent. A bin is marked as coherent if it exists in large homogeneous colored regions otherwise marked as incoherent.

A CCV of an image can be defined as a vector \((α_1, β_1), (α_2, β_2), ..., (α_N, β_N)\), whereas \((α_1 + β_1, α_2, β_2, ..., α_N + β_N)\) represent the color histogram of image. \(α\) represent the coherent pixels and \(β\) represent the incoherent pixels. CCV produce better results for image retrieval compared to color histogram as it can cope the spatial information, particularly in the case when image has uniform color or uniform texture. Additionally HSV color space give better results for color histogram and CCV than CIE L*u*v* and CIE L*a*b* space. Various research works [46, 47] have applied CCV to improve the performance of CBIR.

5. **MPEG-7 Color Descriptors:** The MPEG-7 Visual Standards specifies content based descriptors that allow users to measure similarity in images or video. Similarity is measured based on visual criteria, and can be used for efficient identification, filter, or browse images or videos based on visual content [48]. MPEG-7 has different descriptors for color, texture, shape and motion. MPEG-7 color descriptors include the color histogram, dominant color descriptor and color layout descriptors etc. Detail of the MPEG-7 color descriptors are discussed below.

- **Scalable color Descriptors (SCD):** Representation of color histogram, employed to cope the color distribution in the images. HSV color space used to define the SCD, in order to address interoperability issues, SCD uses Haar transform encoding.
• Color structure Descriptor (CSD): CSD is also a color histogram, defined in hue-max-min difference (HMMD) space to retrieve color distribution and localized spatial color structure from the images.

• Dominant Color Descriptor (DCD): Compactly describe the overall information of the representative colors of images. Opposite to the classical histogram based descriptors, color information is computed from each image instead of the color space, this help to calculate accurate and compact color information.

• Color Layout Descriptor (CLD): To describe the spatial distribution of color in an arbitrary shaped region the CLD is the best descriptor. Image is divided into 64 blocks and then through discrete cosine transform from each block of the image CLD is extracted.

Among these color descriptor CLD is a very compact and considered as fast descriptor for image retrieval [49]. It is designed to efficiently represent spatial distribution of colors.

2.3.3 Shape Features

Some CBIR systems employed the shape features along with color and texture features. To compute the shape features, usually segmentation is required, because shape features are calculated based on regions or objects. As segmentation is a difficult job and it is not easy to have robust and accurate segmentation, therefore use of the shape features for the process of image retrieval is limited. Usually applications, which have easily access to the objects or regions, used shape features. Few of the state of the art methods are finite element models [50], polygonal approximation [51], boundary-based [52], Fourier-based shape descriptors [53] and region-based methods [54]. Shape feature which are invariants to translation, rotation and scaling considered an excellent shape representation. This section, briefly described some of these shape features that have been commonly used in image retrieval applications.

1. Moment Invariants: Moments invariants were proposed by Hu et al. [55] using theory of algebraic invariants and are used for classical shape representation. These are invariant to translation, size and rotation. Maitra [56] proposed the variations of Hus metric and geometric moment invariants. The main advantage of using invariants is that they eliminate expensive parameter estimation steps like camera and light source calibration or color constancy algorithms, as well as the need for normalization steps against the transformations involved [57]. The drawback of moment variants is computationally expensive.
2. **Edge Histogram Descriptor**: Edge Histogram Descriptor (EHD) is used to capture the journal image information and invariant to image translation and rotation. It is very useful for indexing and retrieving images. EHD is used by various researchers [58, 59] to improve the performance of CBIR. The drawback of the EHD is two visually dissimilar images can have similar edge histogram.

3. **Turning Angles**: The contour of a 2D object can be represented as a closed sequence of successive boundary pixels \((x_s, y_s)\), where \(0 \leq s \leq N - 1\) and \(N\) is the total number of pixels on the boundary. The turning function or turning angle \(\theta(s)\), which measures the angle of the counter clockwise tangents as a function of the arc-length \(s\) according to a reference point on the objects contour, proposed by [60] is defined as:

\[
\theta(s) = \tan^{-1}\left(\frac{\dot{y}_s}{\dot{x}_s}\right)
\]

\[
\dot{y}_s = \frac{dy_s}{ds}
\]

\[
\dot{x}_s = \frac{dx_s}{ds}
\]

The advantages of turning angles are is invariant under translation, rotation, and change of scale. However, one major problem with this representation is sensitive to small variations of shape and the choice of the reference point. If we shift the reference point along the boundary of the object by an amount \(t\) then the new turning function becomes \(\theta(s + t)\). If we rotate the object by angle \(\omega\), then the new function becomes \(\theta(s) + \omega\). Therefore, to compare the shape similarity between objects A and B with their turning functions, the minimum distance needs to be calculated over all possible shifts \(t\) and rotations \(\omega\), i.e.

\[
d_p(A, B) = \left(\min_{\omega \in R, t \in [0,1]} \int_0^1 |\theta_A(s + t) - \theta_B(s)|^p ds\right)^{\frac{1}{p}}
\]

4. **Fourier Features**: The most relevant shape information is exists in the edge image and this information can be described through discrete Fourier transform Brandt et al. [61], originally proposed by Zahn and Roskies [62]. In Fourier based shape features first edges are detected and then Fourier transform is computed for the normalized image using Fast Fourier Transform (FFT) algorithm. The advantage of FD is that it is possible to restore an original shape of the pattern, and they are easily computed [63]. Various researchers [64, 65]
used Fourier features for the purpose of image retrieval.

2.4 Similarity Measures

A CBIR system computes the visual similarities among the query image and database images for searching the relevant images against a query image. As a result, several images are displayed according to their resemblance with the query image. The simplest way to calculate the similarity between images is calculating the distance between the query image features and database images features. Simple methods of distance measuring may not be effective to determine the relevant matches, therefore researchers proposed various techniques for similarity measure techniques, which are more effective. Distance measuring techniques frequently used by researchers are discussed in following subsections.

2.4.1 Mahalanobis Distance

The Mahalanobis distance (MD) was proposed by Professor P.C. Mahalanobis [66] to distinguish patterns of a certain group from another group. MD is a descriptive statistic that provides a relative measure of a data point’s distance from a common point. MD is suitable, when the feature vector dimensions are dependent of each other and is computed by Equation 2.6

\[
\text{Dist}(x, y) = \sqrt{(F_x - F_y)^T C^{-1} (F_x - F_y)}
\]  

(2.6)

where C represent the covariance matrix of the image feature vector. The advantage of MD is that, it takes into consideration the correlations between the variables and this consideration is very important in pattern analysis [67]. Different researchers [68, 69] have used MD to support the research work in the field of multimedia. However, the drawback of the MD is, it is not suitable for the noisy features [70].

2.4.2 Euclidean Distance

Euclidean Distance computes the smallest distance between two points. Euclidean Distance is symbolized as \(L_2\). Euclidean Distance between two point \(x\) and \(y\) is computed as
\[ Dist_{L_2}(x, y) = \sqrt{\sum_{i=1}^{n}(x_i - y_i)^2} \]  
\[ (2.7) \]

MARS [71] modified the Euclidean distance by adding weight component, the formula of modified Euclidean distance is given as:

\[ Dist_{L_2}(x, y) = \sqrt{w_i \sum_{i=1}^{n}(x_i - y_i)^2} \]  
\[ (2.8) \]

Euclidean distance is most frequently used similarity measure due to its simplicity; however it suffers from a high sensitivity [72]. Various research works [73, 74, 75] have used Euclidean distance to measure the similarity between the query image and database images.

### 2.4.3 Manhattan Distance

Manhattan distance or L1 metrics or city block metrics [76] is used to measure the distance between two points and is defined as

\[ Dist(x, y) = \sum_{i=1}^{n}|x_i - y_i| \]  
\[ (2.9) \]

### 2.4.4 Hausdorff Distance

Daniel et al. [77] proposed Hausdorff Distance which is helpful for the region based image retrieval systems proposed. It is defined by Equation 2.10.

\[ Dist(x, y) = max (max_i \min_j D(x, y_j), \max_j \min_i D(y_j, x_i)) \]  
\[ (2.10) \]

Different researchers [78, 79] have used the Hausdorff Distance in image retrieval applications. One of the advantages of Hausdorff Distance is that, it is useful as a dissimilarity measure between graphical objects and disadvantage of the Hausdorff distance is expensive in computation [80].
2.4.5 Earth Movers Distance

The Earth Mover’s Distance (EMD) is a method to evaluate dissimilarity between two multi-dimensional distributions which is initially proposed by Rubner et al. [81]. First time this technique first time used for the image retrieval was done by Rubner et al. [82]. The EMD is defined as

\[
\text{Dist}(X, Y) = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij}c_{ij}}{\sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij}}
\]  

(2.11)

where \(X = (x_1, wx_1), \ldots, (x_m, wx_m)\) and \(Y = (y_1, wy_1), \ldots, (y_n, wy_n)\) where \(x_i\) and \(y_i\) are the representatives of the clusters. Corresponding weights of clusters are represented by \(w_i\) and \(w_j\). Distance of two clusters are denoted by \(c_{ij}\). \(f_{ij}\) is the optional flow to convert distribution from \(X\) to \(Y\). The advantage of EMD is that it naturally extends the notion of a distance between single elements to that of a distance between sets, or distributions, of elements. Beecks et al. [78] and Kundu et al. [83] used EMD for the purpose of image retrieval. The limitation of EMD is that it is very expensive in computation [84].

Kok’are et al. [85] and Vadivel et al. [86] through a comparative study of above similarity metrics notified that Manhattan distance has better performance over many other similarity measure techniques.

2.5 Evaluation Methods

A CBIR system can be evaluated by measuring its performance in term of accuracy (for example how many mistakes the image retrieval algorithm makes) and efficiency (such as how quickly does the system present the results). Different performance measures are available to evaluate the CBIR system such as precision, recall, precision-recall graph and others. Among these, precision and recall are commonly adopted performance measures [87]. Precision indicates the percentage of relevant images from all retrieved images and is calculated by Equation 2.12.

\[
\text{Precision} = \frac{\text{Retrieved Relevant images}}{\text{Total Retrieved images}}
\]  

(2.12)

Precision is the ratio of retrieved relevant images to total number of relevant images in the database and is calculated by Equation. PrecisionRecall graph can also be generated where precision and recall values are plotted against each other. In these graphs usually precision is plotted on Y-axis while recall is plotted on X-axis.
Recall = \frac{\text{Retrieved Relevant Images}}{\text{Total Relevant Images in Database}} \quad (2.13)

The precision and recall measure the accuracy of image retrieval with relevancy to the query image and database images and two values are computed to show the effectiveness of image retrieval. However, these two measurements cannot be considered as complete accuracy for the effective image retrieval. Hence they can be combined to give a single value that describes the accuracy of image retrieval and this combination is called F-Score or F-measure to measure accuracy. Both precision and recall measurements are combined to compute the score and it is also called as a weighted average or harmonic mean of the precision and recall. F-Score can be defined as [88].

\[ F - Score = 2 \times \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \quad (2.14) \]

The F-score value is a single value that indicates the overall effectiveness of the image retrieval technique.

2.6 Related Work

Although researchers of multimedia pay much attentions to best describe the image using low level features, but only feature selection cannot fulfill the user requirements. To bridge the gap between high level semantics and low level features, several researchers have investigated different techniques such as Segmentation, Clustering, Relevance Feedback, Support Vector Machine, Evolutionary Computing and others. The techniques are discussed in detail in following subsections.

2.6.1 Segmentation Based CBIR Techniques

The goal of segmentation is to locate the objects presented in the image and it is one of the most vital processes to analyze the image. Segmentation means to divide the image into parts and extract the region of interest (objects) from these sub images. Several segmentation algorithms have been developed since the middle of 1960 [89]. Although large number of segmentation algorithm have been presented, however generally these algorithm are not appropriate for all kind of images. Each particular application may desire a different kind of algorithm. Thus to enhance the accuracy of the CBIR, researchers have proposed different segmentation algorithms.
Liu and Zhou [90] proposed texture-based segmentation for the content-based image retrieval. For feature extraction, image is divided into 4x4 blocks, then every block is processed using 2 level wavelet transform with Daubechies-4 filter. Two level wavelets transform results into 7 sub bands. To get the feature vector, mean and variance of each sub band is computed. On the basis of feature vector classification is performed and each block assigned to a class. Experiments were performed on a database containing total 250 texture images. The image having alike regions as of query image are displayed to the user. Wei et al. [91] performed filtering using Gaussian filter, then extracted features and used ISODATA clustering algorithm for segmentation. To make the segmentation process automatically they used dynamic parameter selection for the ISODATA clustering algorithm. They portioned the image into 4x4 blocks and used LUV color space to extract color features. For texture features they used the Daubchies-4 Wavelet transform. Finally to group the blocks into regions, ISODATA clustering algorithm was applied. To make the regions meaningful, the system searched for small regions and then add them to the nearest big region. This way fragments are eliminated. For semantic organization of the image contents, Chen et al. [92] proposed a segmentation technique based on combined color and texture features for the natural images. Instead of trying to identify the objects, the system actually tried to isolate the certain regions which are perceptual significant such as sky, mountains etc. On the basis of these regions, images can be classified to their respective classes. Segmentation was performed in two steps, i.e. firstly spatial texture features are combined with the color compositions for basic segmentation, secondly for perfect and exact border localization, elaborate border refinement procedure is used. Author used the multigrain region growing algorithm for segmentation. Combination of the color and texture spatial information made the segmentation robust and precise.

Zhang et al. [93] used segmentation to filter out the salient point features while preserving the diversity. First they introduced the new salient point feature vector. To reduce the salient point they applied the segmentation and salient point detection algorithm. To decrease the salient points, segmentation was applied as a mask. The presented technique preserves the $k$ salient point in a segmented region, having utmost saliency value and drops the rest of salient point. They used the Haar wavelet based salient point features and set the value of $k$ as 3. Sum of the wavelet coefficients are used as saliency value. For segmentation they used the clustering algorithm and grouped the similar pixels into one region.

In CBIR systems, sometime the user is interested only in some part of the image, to facilitate such kind of users, Rahmani et al. [94] proposed a solution, in which segmentation and salient point features were used to capture the localize content of the image. Wu and Horng [95] proposed semantic space segmentation to bridge the semantic gap. The objective of the author was to discover the hidden
semantic in an image. First of all they segment the image into uniform regions and then they used Expectation-Maximization technique to extract the color features from each region. Further they used SVM for the identification of activity scope of a region. They evaluate the presented methods through a number of experiments and found that proposed system outperformed than many previous works. Kam et al. [96] segmented the image to analyze the image up to object level. They proposed a CBIR system which is used to extract the objects from the image, as many users are interested in the objects available in the images. The segmentation performed was unsupervised using CIE L*a*b* color space for color features and wavelets coefficients as texture feature. They applied mean shift procedure for decomposition purpose. Once decomposition was done, author used Multiscale Random Field mode for further classification. Experiments were performed on natural images but the database size was very small. The main goal of the authors was to bridge the semantic gap but they achieved the goal up to some extent. The experiments performed, were very poor.

Suhasini et al. [97] proposed the graph based segmentation as a pre-processing step. In this technique, feature vector is extracted from the segmented images, where color features are extracted using color histogram and texture features were extracted through pyramid-structured wavelet. This technique does not combine the texture and color feature; instead they calculate the similarity measure separately for texture and color features and display results separately. It was notified that, color features perfumed well than texture approach. Reddy et al. [98] have used adaptive k-means algorithm to divide the image into segments. The image is divided into 4x4 blocks to extract color and texture features. In this approach, Color features were extracted using LUV color space due to its perceptually consistent nature. Block was decomposed into 2 x 2 frequency band by transforming up to one level through Daubechies-4 wavelet. For segmentation process the feature vector was divided into different clusters using k-means. Experiments are performed on remote sensing images.

### 2.6.2 Relevance Feedback

Researcher of multimedia domain pays lot of attentions on segmentation to enhance the accuracy of the CBIR, but they can bridge the semantic gap to an extent only. Li et al. [99] presented an excellent survey of content-based image retrieval with high-level semantics. In their survey, states of art techniques reducing the semantic gap are categorized into 5 categories. One of the categories is involving user into retrieval process through relevance feedback. To bridge the semantic gap between high level semantic and low level feature Rui et al. [100] introduced the concept of relevance feedback from information retrieval. The objective of relevance feedback is to refine the retrieval results in accordance with user perception by involving the user
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