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ABSTRACT 

Worldwide Breast Cancer (BC) is the most severe cancer in women. There are no outward 

symptoms at an early stage and the survival rate decreases with the increasing stage. So, 

only regular screening can save a life. Mammography is the gold standard imaging 

modality used for regular BC screening due to its fast acquisition and cost-effectiveness. 

The available Computer-Aided Detection (CAD) systems based on traditional Machine 

Learning (ML) systems are unable to reduce the number of undetected and false-positive 

breast cancer cases because of their dependency on external feature extractors that 

provides an inferior abstraction of feature representations. Whereas Deeper Convolutional 

Neural Networks (DCNNs) can automatically extract features from their inputs, and hence, 

a remarkable change has been observed in medical image screening. A DCNN-based CAD 

system suffers overfitting due to the scarcity of the annotated data and the inconsistency 

was reported in their performance when they were validated with external datasets. So, an 

effective CAD system, DIGIMAMMOCAD, was developed in this study for digital 

mammogram screening to diagnose BC to reduce the number of false-positive and 

undetected cases. It was developed using a pre-trained Residual Network of 50 layers 

(Resnet50) and You Only Look Once (YOLO) V2 detector where only Full Field Digital 

Mammograms (FFDMs) were considered. The novelty of the work lies in the increased 

image input layer size of the Resnet50, 2 extracted feature maps for mass identification, 

and the use of a small dataset. The DIGIMAMMOCAD achieved the classification 

accuracy, sensitivity, and specificity of 98.33 %, 0.97, and 1, respectively, along with the 

Average Precision (AP) of 0.91 for mass identification with the INbreast dataset. It 

outperformed the state-of-the-art DCNN-based systems proposed by other authors. It also 

achieved high performance with external datasets of different image quality after 

minimum adaptation in the system and reduced the false-positive and undetected cases 

remarkably. So, the DIGIMAMMOCAD can have a significant contribution to clinical 

use, and can also serve the medical fraternity as well as patients in a better way. 
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ABSTRAK 

Kanser Payudara (BC) di Seluruh Dunia adalah barah yang paling teruk pada wanita. 

Tidak ada gejala luar pada tahap awal dan kadar kelangsungan hidup menurun dengan 

meningkatnya tahap kanser. Jadi, hanya pemeriksaan biasa yang dapat menyelamatkan 

nyawa. Mamografi adalah modaliti pengimejan yang biasa digunakan untuk pemeriksaan 

BC kerana pemerolehan yang pantas dan keberkesanan kosnya. Sistem Pengesanan 

Berbantu Komputer (CAD) yang tersedia berdasarkan sistem Pembelajaran Mesin 

tradisional (ML) tidak dapat mengurangkan bilangan kes barah payudara yang tidak dapat 

dikesan dan kes positif palsu kerana ketergantungan mereka pada pengekstrak ciri luaran 

yang berkesan. Sedangkan Jaringan Neural Konvolusif yang Lebih Dalam (DCNN) dapat 

mengekstrak ciri dari imej inputnya secara automatik Oleh itu, perubahan yang luar biasa 

telah diperhatikan dalam pemeriksaan gambar perubatan. Sistem CAD berasaskan DCNN 

mengalami overfitting kerana kekurangan data yang dianotasi dan ketidakkonsistenan 

dilaporkan dalam prestasi mereka ketika mereka disahkan dengan set data luaran. Oleh 

itu, sistem CAD yang berkesan, DIGIMAMMOCAD, dibangunkan dalam kajian ini untuk 

pemeriksaan mamogram digital demi mendiagnosis BC untuk mengurangkan bilangan kes 

positif palsu dan kes tidak dapat dikesan. Ia dibangunkan menggunakan Jaringan Residual 

pre-terlatih yang mempunyai 50 lapisan (Resnet50) dan pengesan V2 You Only Look 

Once (YOLO) di mana hanya Mammogram Digital Medan Penuh (FFDM) yang 

dipertimbangkan. Kebaharuan karya ini ialah peningkatan ukuran lapisan input gambar 

dari Resnet50, 2 peta ciri yang diekstrak untuk pengenalan jisim, dan penggunaan set data 

input yang kecil. DIGIMAMMOCAD mencapai 98.33% ketepatan, 0.97 kepekaan, dan 1 

kekhususan klasifikasi, dan 0.91 Ketepatan Rata-rata (AP) untuk pengenalan jisim dengan 

set data INbreast. Ia berfungsi dengan lebih baik jika dibandingkan dengan sistem 

berasaskan DCNN canggih yang dicadangkan oleh penulis lain. Ia juga memperoleh 

prestasi tinggi dengan set data luaran yang mempuntai kualiti gambar yang berbeza setelah 

penyesuaian minimum dalam sistem, mengurangkan kes positif palsu dan kes tidak dapat 
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dikesan. Oleh itu, DIGIMAMMOCAD dapat memberikan sumbangan yang signifikan 

terhadap penggunaan klinikal, membantu pegawai perubatan dan juga pesakit dengan cara 

yang lebih baik. 
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CHAPTER 1 

INTRODUCTION 

Cancer is a major health concern over the last few decades. This thesis concentrates on 

breast cancer diagnosis by a newly developed computer-aided detection (CAD) system 

named DIGIMAMMOCAD by analyzing digital mammograms. Chapter 1 introduces the 

background of the thesis and problem statement. Then the research objectives and scope 

of the research are elaborated by highlighting the main contributions of this study and 

lastly, the organization of this thesis is outlined. 

1.1 Background of the problem 

Breast cancer counts 1 in 4 among all cancer cases in women [1] and it is the most common 

cancer among Malaysian women [2]. The severity can be expressed with the help of the 

2020 GLOBOCAN report [1], which reveals that breast cancer was estimated at 24.5 % 

among 9.2 million all new cancer cases and 15.5 % deaths out of a total of 4.4 million 

deaths due to all types of cancers, as shown in Figure 1.1 [1]. In Malaysia itself, more than 

21,000 breast cancer cases were diagnosed between 2012 to 2016 which is higher than 

that reported in between 2007-2011 and the most vulnerable age group is 60-64 [2]. This 

disease not only raises concern for women, but it can happen to men also, although the 

number is limited [3].   

 The uncontrollable growth of breast tissues causes cancer [4]. If any abnormality, 

i.e., tumor or lump, is found in the breast without any malignant/cancerous tissue, it is  
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(a) 

 
 

(b) 

 

Figure 1.1: Worldwide 10 most prevalent cancers in women 

for (a) the registered new cancer cases and (b) deaths as reported in 2020 [1]  
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termed benign. The chances of life risk of a breast cancer patient can be minimized by 

early detection [5] and a regular breast cancer screening program can help in this regard 

[6]. It is evident from Figure 1.2 that early detection has more chances of survival for a 

breast cancer patient. However, the cost associated with breast cancer detection, starting 

from medical image screening to clinical examination, is always a concern throughout the 

world [6]–[8]. 

 

 

Figure 1.2: The survival rate of a breast cancer patient [9] 

 

There are two ways of breast cancer detection, namely via image screening and 

clinical laboratory evaluation. Imaging diagnosis is hypothetical, and it includes 

interpretation of different medical images by radiologists and using Computer-Aided 

Detection (CAD) systems. Whereas, laboratory tests involve nipple aspirate fluid (NAF) 

analysis, breast biopsy, and genetic tests. These biological tests are costly, invasive, risky, 

and can contribute to patients’ discomfort during the procedure and hence, image 

screening is performed to find out the presence of carcinoma in breast tissues before an 

individual is referred for invasive means of biological diagnosis [10].  
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The rate of mortality due to breast cancer can be reduced through randomized trials 

only by using Mammography [11] (special X-ray for breast tissues) that is the preliminary 

method to diagnose breast cancer; an individual with a suspected cancerous cell is referred 

for a biopsy to confirm the diagnosis. A mammogram is of two types, namely film 

mammography and digital mammography. This study considers only digital 

mammograms due to the ease of image manipulation and fast screening time. There are 

two types of tissues in mammography on which radiologists rely during breast cancer 

diagnosis such as microcalcifications and masses [12]. Cranio Caudal (CC) and Medio-

Lateral Oblique (MLO) are two views generally captured for each breast of a patient to 

have a better mammogram screening outcome. 

There are two objectives in image screening, object/lesion identification and its 

classification [13]. It is required to combine various signals from the raw image data to 

recognize the object [13], in this case, tumor/mass. When object detection helps in 

identifying the location of several objects in an image, then its classification provides the 

information contained in that image.  

Digital mammograms are considered as one of the highly complicated medical 

images amongst all since there are several kinds of breast tissues to be studied. Initial signs 

of masses and microcalcification clusters are important visual clues for breast cancer 

detection. Unfortunately, all these indications are very elusive and appeared differently at 

primitive stages and hence, even for the specialists, the diagnosis becomes harder [14]. It 

is a tough job to separate a benign tumor from the malignant one since it is dependent on 

the experience of the radiologist. Statistics reveal that cancerous cases are within 20–30 % 

of all breast biopsies and 10-30 % of breast cancer cases were unable to detect during 

mammogram screening [15]. Better accuracy can be achieved in detecting the cancerous 

tumor if more than one radiologist is recruited to perform mammogram screening, but this 

can be time-consuming and costly. Hence, as an effort to minimize the number of 

avoidable breast biopsies and the overall cost of mammography screening [16], CAD 

systems were evolved to facilitate the radiologists with a single reading. The lack of expert 

radiologists, failure to complete the required work on time, and the unintentional human 

errors increased the use of CAD systems for mammogram screening from 5 % to 83 % 
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between 2003 and 2012 [17]. John D. Keen et al. [18] reported that up to 2016 the mean 

of using CAD system in the USA was expanded to 91.8 %. 

Several researches were already done on different CAD systems for breast cancer 

diagnosis. These CAD systems were solely based on the hand-picked image features that 

were fed to the traditional Machine Learning (ML) techniques. But the report says [19] 

that the false-positive rate of mammographic screening has been increased substantially 

than in past years which in turn raises the over-diagnosis rate for breast cancer. Moreover, 

it was also revealed [17] that the results obtained after screening the mammogram with 

and without CAD systems for both sensitivity and specificity were nearly similar and the 

non-accurate breast cancer diagnosis by a CAD system increases the false-negative cases 

[17]. Altogether, a huge amount of money is being wasted per year [20] although the 

recent CAD systems are more sensitive towards breast cancer diagnosis. Therefore, 

further research is required to propose an improved CAD system for mammogram 

screening.  

In this study, a new CAD system is developed to diagnose breast cancer using a 

deep neural network. It is expected that the diagnosed result will only refer to actual breast 

cancer cases for biopsy to minimize the cost and it will serve a patient in a better way. 

1.2 Problem statement 

The mammography screening by the radiologists faces over-diagnosis, overtreatment and 

increased false-positive rates and they all lead to negative psychological impact and 

unnecessary costs due to biopsies [21]. Interpretation of mammograms varies with 

experience, is subjective, and is an error-prone method due to the complexity of 

mammogram image to be interpreted, heterogeneous presentation of breast cancer, and 

the elusive nature of the masses/tumors particularly with dense breast tissues [21]. 

Although less than 1 minute is required to read a two-dimensional (2D) mammogram, 

however, manpower and resource problems are there due to the huge volumes of 

mammograms to be screened and double-reading of each mammogram [21].  
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Computer-Aided Detection (CAD) systems gained attention to automate the 

screening procedure and aid the radiologists [16], [17]. In past decades, researchers 

developed several CAD systems based on the traditional Machine Learning (ML) systems 

to classify breast tumors as normal, benign, and malignant. These CAD systems pre-

process an image; then segment the Region of Interest (ROI); extract the features from 

ROI; and finally, feed the hand-picked features to the machine learning system to classify 

the breast abnormalities. In recent time, the performance of some radiologists was 

adversely affected due to the dependency on CAD and recalls were increased without any 

improvement in cancer detection rates [21]. This can be attributed to the dependency on 

handcrafted features in these CAD systems that makes feature mapping approximation 

inferior [22].  

A significant change has been observed in medical image screening paradigms, 

particularly in CAD systems after the revolutionary emerging applications of deep 

learning with Convolutional Neural Network (CNN) for image classification and object 

detection [23]. A deep network consisting of multiple layers in between input and output 

layers is a supervised neural network in which feature selection and classification are done 

by itself via the correct selection of parameters for the neural networks and hence, no 

external feature selector is required. The deep network can diagnose breast cancer with 

similar expertise as radiologists [23]. Researcher proved in [24] that artificial intelligence 

(AI) based CAD system marked 56 % reduction in identifying masses/tumors compared 

to the conventional CAD systems. 

A DCNN-based CAD system for breast cancer analysis faces the main challenge 

during the system training because of the scarcity of the available labelled and annotated 

data [25] that should be of high quality, and different population, including distribution of 

pathology, demographics, and breast density [26] because as per the general concept, 

bigger datasets are required to achieve good performance in a DCNN-based CAD system 

[25]. So, it is tough to compare the clinical efficacy of the developed DCNN-based CAD 

systems if datasets of different image quality are combined [26]. Moreover, there is a 

chance of overfitting during the training after several epochs with a smaller dataset [27]. 

It is also reported in [28] that the DCNN-based models, even the already published 

DCNN-based systems by other authors had inconsistency in their performances when 
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those systems were validated with external datasets although high performances were 

achieved with one dataset with which it was trained. Although the optimal clinical use of 

DCNN-based CAD systems remain to be determined, however, it was proved in [26] that 

the tumor localization performance by DCNN-based CAD system seems to be promising 

for early flagging of suspicious regions and their reviewing by experts. EPV. Le et al. [21] 

also suggested further studies are needed to make the DCNN-based CAD systems more 

cost effective that is now restricted due to the high cost of computing storage and use of 

GPUs. 

1.3 Objectives 

The proposed CAD system, DIGIMAMMOCAD, is a new non-invasive method for the 

diagnosis of breast cancer by analyzing digital mammograms.  The DIGIMAMMOCAD 

is based on the deep learning technology that not only focuses on improving the accuracy 

but also enhances the specificity with proper mass identification within a mammogram, if 

present any. The feasibility of the developed algorithm was investigated on the collected 

online data. A small dataset was used to counter the general concept of the requirement of 

a bigger dataset and the developed system was validated with two external datasets from 

different populations and image quality to prove its efficacy.   

The assessments are based on the objectives as follows:  

1. To propose and develop a new technique for mass identification from digital 

mammograms. 

2. To propose and develop a new method for the classification of digital 

mammograms into benign and malignant categories. 

3. To validate the developed system, DIGIMAMMOCAD, with a new external 

Full Field Digital Mammogram (FFDM) dataset.  
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1.4 Scope of research 

The scope of the research is focused to attain the objectives of this study. 

DIGIMAMMOCAD is a computer-based software simulation system that has been 

developed and executed on a 64-bit computational system with Intel Core™ i7-9750H 2.6 

GHz CPU, 8 GB RAM, 500 GB hard disk, and NVIDIA GeForce RTX 2060 GPU using 

MATLAB R2020b software. No customized hardware has been developed in this study. 

It is developed for breast cancer diagnosis by screening only FFDMs where only masses 

were identified. Instead of patches, whole mammograms of both the CC and MLO views 

were fed for classification and mass identification.  

A small two dimensional (2D) dataset INbreast [26] was used that contains only 

410 FFDM images in DICOM format for the system development. External FFDM 

datasets, the Breast Cancer Digital Repository (BCDR) [27] and The Chinese 

Mammography Database (CMMD) [28]–[30] were used along with INbreast to validate 

the DIGIMAMMOCAD system. The CMMD as used only to validate the classification 

system. The pre-trained Residual Network of 50 layers, i.e., Resnet50 was used to develop 

the classification network. It was also used as the base network of mass identification 

system from which features were extracted and fed to the YOLO V2 network. 

A GUI has been developed as a tool of DIGIMAMMOCAD for digital 

mammogram pre-processing and mass identification along with its classification into 

benign and malignant categories providing the processing time to make the system user-

friendly. If the mammogram does not contain any mass, it will be classified as normal. 

GUI can accept only 2D images of any known format such as DICOM, TIF, and PNG. 

1.5 Significance of this research 

The research presented in this thesis aims to develop and evaluate a novel digital 

mammogram screening tool named DIGIMAMMOCAD that can analyze digital 

mammogram images intelligently with minimum interpretation time and human 

intervention. Efficient methodologies followed by heuristic approaches were applied to 
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develop the CAD system for breast cancer screening so that the number of undetected and 

false-positive cases can be reduced. It was also aimed that the developed system can 

perform well even with unknown FFDM images with minimum alteration in the system 

so that the DIGIMAMMOCAD can prove its potentiality for clinical use. The Residual 

Network of 50 layers (Resnet50) was chosen to classify the mammograms with an 

increased image input layer size to retain the fine details of the image.  2 feature maps 

from different layers were extracted from the modified Resnet50 and fed to the YOLO V2 

detector for mass identification. Different feature representations helped in identifying the 

critical details of masses and provided higher precision and confidence score. Moreover, 

it was required to find out the suitable base network and detector that could work on a 

computing system of limited memory and storage capacity. The whole mammograms of 

both CC and MLO views were fed to the system. The used dataset to develop the system 

was small and hence, it was really challenging to make the system effective.  

1.6 Thesis outline 

This chapter is an overview of the research. The complete thesis consists of five chapters 

as described below: 

Chapter 1: Introduction illustrates the background of the study, problem statement, 

research objectives, and its scope, and gives an outline of the thesis. 

Chapter 2: Literature Review gives an idea about breast cancer, its stages, different 

diagnosis methods of breast cancer, available breast imaging modalities, working 

procedure of a CAD system, and a comparative study of earlier work on breast cancer 

using different CAD systems. 

Chapter 3: Research Methodology illustrates the path that was taken, and all the 

techniques used to complete the experiment. The investigation was started with pre-

processing followed by the classification, mass identification, Graphical User Interface 

(GUI) creation, and ultimately, the validation of the developed system.  
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Chapter 4: The obtained results for all the development stages are elaborated in 

this chapter with a thorough discussion to analyze how the obtained results helped in 

accomplishing the objectives of this study. 

Chapter 5: This chapter concludes the complete thesis highlighting the 

contributions of this work and finally, some recommendations for future work are 

discussed. 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Overview 

This chapter gives a deeper insight into construction elements of breast, breast cancer, 

different breast cancer diagnosis methods, and medical images. Then, various CAD 

systems are elaborated along with the comparative studies of past works using several 

methods. Ultimately, this chapter is summarized with the research gap. 

2.2 Construction elements of breast and breast cancer 

Lobules, ducts, and connecting tissues are the main constructing elements of the breast as 

shown in Figure 2.1 [29]. Milk is produced in lobules, which are generally known as milk 

glands, and it is carried up to the nipple through ducts which are tiny tubes. Different 

fibrous and fatty tissues are responsible for the size and shape of the breast and keep other 

tissues in place. In most cases, cancer initiates either in ductal or lobular tissues of 

women’s breasts due to the uncontrollable growth of breast cells which ultimately 

generate tumors or lumps [4]. Two types of breast tissues can be identified during the 

diagnosis namely normal, and abnormal. Benign and malignant are two types of tumors 

among abnormal tissues. While the normal tissues do not possess any tumor, the presence 

of malignant cells differentiates the benign from the cancerous tumors [30]. A lump at any 

point of the breast is the main indication of breast cancer. Other symptoms such as 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



12 

swelling at any part of the breast, discharge from the nipple, redness of the nipple, and 

pain in the breast or nipple may also be accounted for breast cancer. The risk factors 

associated with breast cancer are breast density, age, personal history, family history, first 

menstrual cycle, pregnancy history, being overweight, and the habit of alcohol 

consumption. In addition, the use of combined hormone therapy, oral contraceptives, and 

previous chest radiation exposure would also increase the chance of having breast cancer. 

However, the mechanism of these factors in the development of breast cancer remains 

unknown [4]. 

 

Figure 2.1: Breast anatomy [29] 

2.3 Different breast tumors 

Calcifications and masses are identified as two types of breast tumors [12] and they can 

be seen in Figure 2.2. A mass is a space-occupying lesion with features such as location, 

density, and margin. Benign masses are generally round-shaped with smoother and well-

defined margins having a low density. The high-density masses of stellate or spiculated 
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shape with improper margins are usually found as malignant. Architectural distortion and 

bilateral asymmetry are other aspects of cancerous masses.  

Minute calcium depositions in the breast are found as tiny bright spots in 

mammograms and they are known as Calcifications. Depending on size, it is classified as 

macro and microcalcification. The main concern is with the latter one as the probability 

of malignancy is high. Around 0.3 mm is the size of microcalcification in general and its 

possession of mass is not necessary. Benign calcifications are usually identical, large 

(diameter around 1–4 mm), coarse, round, or oval-shaped, and dispersed or diffused. 

Microscopic, stellate-shaped, clustered in branches, innumerable (more than 5 in 

numbers) microcalcifications of different sizes and shapes are found to be malignant [12]. 

 

  
              (a)             (b) 

Figure 2.2: Different breast tumors 

(a) Spiculated mass (b) Microcalcifications as referred from INbreast dataset [31]. 
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Detection of masses is far complicated than that for microcalcifications as the traits 

of masses are hard to perceive, mainly in dense breasts and sometimes they appear like 

normal breast tissues [32]. Calcifications are bright spots to be identified in mammograms 

and biopsy is not required to check microcalcifications in most cases until they look 

suspicious [33]. Therefore, only masses were considered in this study for identification. 

2.4 Medical images used for breast cancer 

Detection of abnormal tissues in medical images is the sign on which non-invasive 

imaging diagnosis is based. There are several available methods for imaging of the breast, 

such as mammography, ultrasound, Magnetic Resonance Imaging (MRI), Computed 

Tomography (CT), Positron Emission Tomography (PET), and microwave imaging as 

illustrated in Figure 2.3 [10].  

 

 

Figure 2.3: Different imaging methods for breast 

 

All the medical images contain information about the human body and its 

composition or characteristics. They are formed by the signals due to their different 

penetration level through the tissues or by the re-emission of energy from the tissues, 

wherein these signals may not be of the same type. The information depicted by an image 

varies due to the changing contrast between different types of tissues. The target location 

of these images may be inside the body, even several centimeters below the accessible 

surface. Electromagnetic signals of frequency ranging between a few hertz to exahertz 

have the capabilities of penetration and accordingly, they are used in medical imaging 
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systems. Two key objectives are mainly considered in the previous studies in developing 

these imaging modalities; they are location specificity and lesion detection. Different 

techniques for breast imaging are discussed below. 

A mammogram is a special type of X-ray for breast tissues. A lower dose X-ray 

of frequencies ranging from 30 petahertz to 30 exahertz is utilized to obtain two or three-

dimensional (2D or 3D) mammography images [34]. Film and digital are two types of 

mammograms. Film mammography was considered a powerful tool for breast cancer 

screening for a longer time [35]. But it has drawbacks, such as lower sensitivity towards 

the dense breast, limited contrast characteristics, longer processing time, and grain effect. 

Moreover, a film mammogram needs 25 % more radiation than a digital mammogram 

[36]. The contrast can be manipulated in digital mammography and thus, the presence of 

the lesion can be visible. Moreover, the processing time is lesser and better sensitivity can 

be obtained for dense breasts in digital mammography. Another limitation of 

mammography is that the patients are exposed to X-ray ionizing radiation. Cranio Caudal 

(CC) and Medio-Lateral Oblique (MLO) are two standard views of each breast captured 

for each patient’s mammogram screening [37]. CC is a view from above to depict the 

whole breast and nipple clearly as semi-circle in the mammogram where fat tissues closest 

to the breast muscle appear as a dark strip [38]. MLO view is captured at a 90 degree 

projection to portray more of the breast in the upper-outer quadrant along with the armpit 

area/pectoral muscle [38]. Figure 2.1 is the example of MLO view where pectoral muscle 

is visible and Figure 2.2 represents the CC view. 

Sound waves ranging from 2-20 MHz [34] are used in ultrasound imaging to 

produce images of a single plane. This technique provides a better result for lesion 

detection in dense breasts and can be used in real-time. On top of that, tissue elasticity can 

also be determined as was elaborated in [35] for classification purposes. Nevertheless, it 

mostly depends on the expertise of the operator since real-time tuning of gain, pressure, 

focal zones, patient positioning, dynamic range are required along with the recognition of 

the peculiarity of the lesion.  

Magnetic resonance imaging (MRI) system is built with RF coils along with a big 

size magnet (3-5 Tesla). An intravenous injection of gadolinium is given to the patients 

before capturing 3D images through MRI. It can detect minute abnormalities of breast 
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tissues and also the ductal carcinoma in situ in the dense breast along with its spread to 

the chest wall [35]; this is largely because it has better temporal and spatial resolution [34]. 

Nonetheless, MRI cannot be used for those with a medical history of kidney disease as 

the injection can cause nephrogenic systemic fibrosis [34]. Moreover, the patients with a 

pacemaker and any metal implant are also not suitable for MRI due to its magnetic effect. 

Additionally, it is time-consuming and generates blur images [34]. Therefore, incorrect 

reading of MRI images may require a patient to go through the same process several times. 

Computed tomography (CT) uses high-dose X-ray radiation to generate detailed 

scans or images of the inside body. In most cases, CT machines generate continuous 

pictures in a helical (or spiral) fashion rather than producing a series of pictures of 

individual slices of the body. Helical CT has several advantages such as it is fast, it 

produces better 3-D images and it has better sensitivity in detecting small abnormalities 

[39]. The newest CT scanners, called multislice CT or multidetector CT scanners, allow 

more slices to be imaged in a shorter time. Sometimes, contrast agents like Iodine and 

Barium are injected into the blood or given by mouth or enema as a way to do the CT scan. 

However, its high exposure to relatively large amounts of ionizing radiation than standard 

X-ray procedure makes it least favorable as a regular screening method.  

In a Positron Emission Tomography (PET) imaging system, a radioactive 

substance is injected into the blood to identify the most active body cells, especially the 

cancerous tissues. PET scan can be added with computed tomography (CT) so that both 

anatomical and functional views of the suspected cells can be observed. PET is not 

restricted to breast density and is useful in identifying axillary nodes and distant metastasis 

[35]. However, it has poor sensitivity in detecting small tumors because of their small size. 

The wavelengths ranging from a millimeter to a meter can penetrate many 

optically opaque mediums like living tissues based on the presence of ionized molecules 

due to a variety of dissolved substances, such as sugar, and the permittivity of any tissue 

is strongly dependent on its water content [40]. This theory is utilized in microwave 

imaging either by using a contrast agent or by utilizing radar [41] and this technique is 

quite new to biomedical engineering. Microwave signals scatter significantly from 

malignant breast tissues due to their water content and these scattered signals are captured 
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in a microwave imaging system [42]. Time requirement is considerably less in microwave 

imaging, but the heavy computational load is the main drawback of this system [41].  

Ultrasound imaging and MRI are used along with mammography to increase the 

screening specificity [34]. Other than mammography, ultrasound, and microwave imaging, 

the rest of the imaging systems discussed above are costly for regular screening. It is also 

observed that the use of microwave imaging as a regular screening tool is still subjected 

to further study and is also under trial. Whereas the accuracy of ultrasound imaging is 

fully dependent on the expertise of the operator. Moreover, despite all its limitations, to 

date mammography is the widely accepted imaging method. Radiation is 25 % less in 

digital mammograms than film mammograms and this issue can also be controlled by 

increasing the gap between two consecutive screenings. Therefore, the following 

subsections are devoted only to digital mammograms mainly due to their easy availability, 

ease of image manipulation, and fast screening time. Different breast imaging modalities 

are shown in Figure 2.4(a)-(f). 

 

 

(a) 

 

(b) 

 

(c) 
 

(d) 
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(e) 

 

(f) 

Figure 2.4: Different breast imaging modalities 

(a) Mammography [43] (b) Breast MRI [44] (c) Breast Ultrasound [45] (d) Breast CT 

scan [46] (e) Breast PET-CT scan [47] (f) Breast microwave imaging [48] 

2.5 Categorization of breast imaging 

Standardized terminology for the breast imaging findings was required by the radiologists 

for proper report organization and assessment structures so that these reports can be 

communicated properly with physicians. So, the American College of Radiology 

standardized the breast image reporting by proposing Breast Imaging Reporting and Data 

System (BI-RADS) as a quality assurance tool in 1993 [49], and the latest and improved 

BI-RADS fifth edition [50] was released in 2014 including the important changes for 

mammography. BIRADS assesses the mammograms into 7 categories starting from 0 to 

6 and they are described in Table 2.1. It also provides clear information about the breast 

density (e.g., fatty, fibroglandular, heterogeneously dense, and extremely dense) and 

abnormality findings (e.g., mass, calcifications, architectural distortion, Asymmetries, 

etc.). In category 1, no abnormality is found and termed as normal. For categories 2 and 

3, abnormal findings are there, but they are not likely to be cancerous or malignant. From 

category 4, it is suspicious to be malignant, and chances increased with increasing 

category. 
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Table 2.1: BIRADS category assessment for mammography 

Category Assessment Likelihood of malignancy 

0 Incomplete and need an additional imaging evaluation Not applicable 

1 Normal – no abnormality findings 0 %  

2 Benign – one or more abnormal findings 0 %  

3 
Probably benign – instead of biopsy, periodic imaging 

surveillance preferred 
> 0% but ≤ 2%  

4 Suspicious – chances of malignancy have a wide range > 2% but < 95% 

5 
Highly suggestive of malignancy and tissue sampling 

suggested 
≥ 95% 

6 Biopsy-proven malignancy Not applicable 

 

The available mammogram datasets are either categorized following BIRADS 

such as INbreast (only 1-6 categories) or just benign and malignant like BCDR and 

CMMD. Authors [28], [51]–[53] considered BIRADS category 1 as normal, 2 and 3 as 

benign, and the rest of 4, 5, and 6 as malignant to develop their proposed CAD system. 

2.6 CAD systems for breast cancer diagnosis 

A CAD system first reads a digital mammogram and performs the activities on it in 

sequence to classify it as normal, benign, and malignant. The working procedure of 

mammogram screening through a CAD system is depicted in Figure 2.5 [10].  

 

 

Figure 2.5: Working procedure of a CAD system 

 

The CAD systems are of two types – traditional Machine Learning (ML) based 

and Deep Learning (DL) based. For the traditional ML-based CAD systems, the 
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mammograms are analyzed through pre-processing, segmentation, feature extraction, and 

classification. Whereas, DL-based CAD systems can classify the mammograms directly 

after preprocessing as illustrated in Figure 2.6. 

 

 

Figure 2.6: The difference in working methods of traditional ML-based 

and DL-based CAD systems 

2.7 Traditional ML-based CAD systems for mammogram 

The traditional ML-based CAD systems analyze a mammogram following a few stages in 

sequence to attain the required outcomes. They first preprocess an image; then segment 

the Region of Interest (ROI); extract the features from ROI; and finally, feed the hand-

picked features to the machine learning system to classify the breast abnormalities [10]. 

The stages and all the involved methods of each stage followed by this system are 

illustrated in Figure 2.7. In this section, all the stages of traditional ML-based CAD 

systems used to analyze mammograms are discussed briefly. In section 2.8, DL-based 

CAD systems for mammogram screening are discussed.  

 

Traditional ML-based 

CAD systems

DL-based CAD 

systems

Pre-processing

Segmentation
Feature 

Extraction

Feature 

Selection

Input 

images

Classification

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



21 

 

Figure 2.7: Stages of a traditional ML-based CAD system 

including different methods of each stage 

2.7.1 Pre-processing 

Noise, uneven illumination, and low contrast are the main drawbacks of the mammogram 

and thus, ROI identification and feature extraction are tough in this case. To negate the 

effects of these defects, cropping, de-noising, and enhancement of images are performed 

at the pre-processing stage before performing segmentation and feature extraction. The 

unwanted labels, artifacts, and the image portion without information can be removed by 

cropping.  

The enhancement procedure improves the contrast level of an image based on the 

histogram of that image and hence, the features are more identifiable. Detection of masses 

is far complicated than that for microcalcifications as the traits of masses are hard to 

perceive and sometimes, they appear like normal breast tissues [32]. Since the 

microcalcifications have higher contrast than the rest of the region, and they correspond 

to high-frequency components, they may be easily detected through image enhancement 

and de-noising as it was done in [54] by using dyadic wavelet processing. Meanwhile, 
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masses have low contrast, varying densities, spiculated structures, and have low-

frequency components. The implementation of Contrast Limited Adaptive Histogram 

equalization (CLAHE) along with Median filtering provided the sensitivity and specificity 

of 96.2 % and 94.4 %, respectively, for the detection of masses in the work [55]. 

2.7.2 Segmentation 

The removal of the image background and the selection of ROI are vital tasks in image 

segmentation because the extracted features from these segmented regions are fed for 

classification, and hence, the outcome of the traditional CAD system is majorly dependent 

on this stage. The conventional procedures used in image segmentation include 

thresholding [56]–[59], boundary-based segmentation [60]–[62], region-based 

segmentation [63]–[67], and template matching [68], [69] as illustrated in Figure 2.8 [10]. 

However, these conventional segmentation methods are not fully automated.  

 

 

Figure 2.8: Different techniques of segmentation 

2.7.3 Feature extraction and selection 

An image feature may include color, shape, and texture [70]. The contour-based and  
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region-based representations are two types of techniques to provide shape features [71].  

The texture features are geometric or structural, statistical, model-based, and transform-

based and they were widely used in several earlier studies [5], [72]–[75]. The presence of 

redundant and irrelevant features may significantly degrade the precision of the CAD 

system. If the features are not properly selected, it may also reduce the learning speed of 

the appointed algorithm [76]. Therefore, the accuracy of classification depends largely on 

feature selection from a large set of data.  

2.7.4 Classification 

Classification is the last stage of image analysis to distinguish firstly, the normal and 

abnormal tissues and then, to segregate the benign and malignant tumors from abnormal 

cases. This is viable with pattern recognition [77] and machine learning techniques. 

Selected features can be classified either by supervised or by unsupervised methods. In 

the supervised method, it is required to train the system first and then the rest of the data 

can be tested by the trained system. However, an unsupervised method is dependent on 

machine learning to describe the hidden structure of unlabeled data. 

A feature space is the whole range of a defined function of an image. The classifier 

is a supervised method to divide a feature space that is done by using labeled data [78] for 

training purposes to segment a new set of data automatically. The functions, which are 

already defined in feature space, are responsible to divide this feature space further into 

several regions [77]. Classifiers are computationally fast and can be implemented in 

multichannel images [78]. There are several methods to train a classifier namely Parzen 

window, nearest neighbor, k-nearest-neighbor, maximum likelihood/Bayes classifier, and 

decision tree. The computational burden of these methods is quite high, particularly with 

a large data set. 

Clustering is an unsupervised method to classify an image; this technique can be 

described as a classifier without using training data, but it needs initial parameters or a 

segmentation process [78]. The self-training is done by iteratively dividing an image 

through segmentation and train itself with the existing data. K-means, Expectation 
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Maximization (EM), and Fuzzy c-means are considered clustering methods. Since it does 

not require initial spatial modeling, it may be sensitive to intensity, inhomogeneities, and 

noise. Clustering is mainly applied in segmenting MRI and in the cases where pixel 

intensity distributions are detached [77]. 

ANN is an information processing technique that is inspired by the way human 

brains process information. It is through a set of interconnecting nodes, usually known as 

neurons, which deliver the output through a computer model. Each node is associated with 

gain or weight that can be adjusted to get the required output from the given input. 

Learning, and recall are the two working phases [12]. Weight adaptation of the nodes is 

done to train the ANN about the task during the learning phase either through supervised 

or unsupervised methods [77], [78]. The recall is for validation and resolving an issue. 

Feedforward and backpropagation are two ways of learning procedures. ANN can also 

select features for which the weights or gains of the nodes should be adjusted and trained 

accordingly. The main advantage of ANN is that it has parallel processing capability and 

can predict the output even with insufficient training data although the accuracy is 

dependent on a large dataset. Its computational cost highly depends on the hidden layers 

and connected neurons. 

The main drawback of the traditional machine learning systems is their 

dependency on the handcrafted features that are fed to the ML systems for classification 

for which the feature mapping is inferior and the optimality cannot be guaranteed [22]. 

2.8 Deep neural networks (DNNs) 

Deep Learning (DL), also known as Deep Neural Network (DNN), is a subset of machine 

learning (ML) and belongs to the family of ANN, where a set of algorithms are 

implemented to learn patterns from its input using the functions that work in a nonlinear 

decision-making process. It has been applied in various medical imaging tasks as a 

powerful method for function approximation [79] that helped in attaining the required 

outcomes. The main advantage of DL lies in its automatic learning of feature 

representation abstraction in a hierarchical manner for which no external feature extractor 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



112 

REFERENCES 

[1] H. Sung, J. Ferlay, R. L. Siegel, M. Laversanne, I. Soerjomataram, A. Jemal, and 

F. Bray, “Global cancer statistics 2020: GLOBOCAN estimates of incidence and 

mortality worldwide for 3  cancers in   5 countries,” CA. Cancer J. Clin., vol. 71, 

no. 3, pp. 1–41, 2021. 

[2] A. M. Azizah, B. Hashimah, K. Nirmal, A. R. Siti Zubaidah, N. A. Puteri, A. 

Nabihah, R. Sukumaran, B. Balqis, S. M. R. Nadia, S. S. S. Sharifah, O. Rahayu, 

O. N. Alham, A. A. Azlina, Malaysia National Cancer Registry Report (MNCRR) 

2012-2016. 2019. 

[3] M. Hung, C. J. Liu, C. J. Teng, Y. W. Hu, C. M. Yeh, S. C. Chen, S. H. Chien, Y. 

P. Hung, C. C. Shen, T. J. Chen, and C. H. Tzeng, “Risk of Second Non-Breast 

Primary Cancer in Male and Female Breast Cancer Patients: A Population-Based 

Cohort Study,” PLoS One, vol. 11, no. 2, p. e0148597, Feb. 2016. 

[4] H. Lee and Y. P. P. Chen, “Image based computer aided diagnosis system for 

cancer detection,” Expert Syst. Appl., vol. 42, no. 12, pp. 5356–5365, 2015. 

[5] M. M. Eltoukhy, I.  aye, and B. B. Samir, “Breast cancer diagnosis in digital 

mammogram using multiscale curvelet transform,” Comput. Med. Imaging Graph., 

vol. 34, no. 4, pp. 269–276, 2010. 

[6] R. A. Smith, “IARC Handbooks of Cancer Prevention. Vol.7: Breast Cancer 

Screening.,” Breast Cancer Res., vol. 5, no. 4, pp. 157–170, Aug. 2003. 

[7] C. P. Gross, J. B. Long, J. S. Ross, M. M. Abu-Khalaf, R. Wang, B. K. Killelea, H. 

T. Gold, A. B. Chagpar, and X. Ma, “The cost of breast cancer screening in the 

medicare population,” JAMA Intern. Med., vol. 173, no. 3, pp. 220–226, 2013. 

[8] Q. L. Okonkwo, G. Draisma, A. Der Kinderen, M. L. Brown, and H. J. De Koning, 

“Breast cancer screening policies in developing countries: A cost-effectiveness 

analysis for India,” J. Natl. Cancer Inst., vol. 100, no. 18, pp. 1290–1300, 2008. 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



113 

[9] R. D.  isseha, “Pre-processing of Mammography Image for Improving Accuracy 

& Efficiency of CAD in Early Detection of Breast Cancer,” MSc. Thesis, 2020. 

[10] S. Bagchi, K. G. Tay, A. Huong, and S. K. Debnath, “Image processing and 

machine learning techniques used in computer-aided detection system for 

mammogram screening-A review,” Int. J. Electr. Comput. Eng., vol. 10, no. 3, pp. 

2336–2348, 2019. 

[11] A. Yala, T. Schuster, R. Miles, R. Barzilay, and C. Lehman, “A deep learning 

model to triage screening mammograms: A simulation study,” Radiology, vol. 293, 

no. 1, pp. 38–46, 2019. 

[12] S. Bagchi and A. Huong, “Signal Processing Techniques and Computer-Aided 

Detection Systems for Diagnosis of Breast Cancer – A Review Paper,” Indian J. 

Sci. Technol., vol. 10, no. 3, 2017. 

[13] Q. Chen, Z. Song, J. Dong, Z. Huang, Y. Hua, and S. Yan, “Contextualizing Object 

Detection and Classification,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 37, no. 

1, pp. 13–27, Jan. 2015. 

[14] K. Thangavel and R. Roselin, “ uzzy - Rough Feature Selection with pi - 

Membership  unction for Mammogram Classification,” Int. J. Comput. Sci. Issues, 

vol. 9, no. 4, pp. 361–370, 2012. 

[15] H. E. Kim, H. H. Kim, B. K. Han, K. H. Kim, K. Han, H. Nam, E. H. Lee, and E. 

K. Kim, “Changes in cancer detection and false-positive recall in mammography 

using artificial intelligence: a retrospective, multireader study,” Lancet Digit. Heal., 

vol. 2, no. 3, pp. e138–e148, Mar. 2020. 

[16] D. Gur, L. P. Wallace, A. H. Klym, L. A. Hardesty, G. S. Abrams, R. Shah, and J. 

H. Sumkin, “Trends in recall, biopsy, and positive biopsy rates for screening 

mammography in an academic practice,” Radiology, vol. 235, no. 2, pp. 396–401, 

2005. 

[17] C. D. Lehman, R. D. Wellman, D. S. M. Buist, K. Kerlikowske, A. N. A. Tosteson, 

and D. L. Miglioretti, “Diagnostic accuracy of digital screening mammography 

with and without computer-aided detection,” JAMA Intern. Med., vol. 175, no. 11, 

pp. 1828–1837, 2015. 

[18] J. D. Keen, J. M. Keen, and J. E. Keen, “Utilization of Computer-Aided Detection 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



114 

for Digital Screening Mammography in the United States, 200  to 20  ,” J. Am. 

Coll. Radiol., vol. 15, no. 1, pp. 44–48, Jan. 2018. 

[19] M. S. Ong and K. D. Mandl, “National expenditure for false-positive mammograms 

and breast cancer overdiagnoses estimated at $   billion a year,” Health Aff., vol. 

34, no. 4, pp. 576–583, 2015. 

[20] I. Jatoi and P.  . Pinsky, “Breast Cancer Screening Trials: Endpoints and 

Overdiagnosis,” JNCI J. Natl. Cancer Inst., Sep. 2020. 

[21] E. P. V. Le, Y. Wang, Y. Huang, S. Hickman, and  . J. Gilbert, “Artificial 

intelligence in breast imaging,” Clin. Radiol., vol. 74, no. 5, pp. 357–366, May 

2019. 

[22] G. Carneiro, J. Nascimento, and A. P. Bradley, “Deep Learning Models for 

Classifying Mammogram Exams Containing Unregistered Multi-View Images and 

Segmentation Maps of Lesions,” in Deep Learning for Medical Image Analysis, 

Elsevier, 2017, pp. 321–339. 

[23] J. R. Burt et al., “Deep learning beyond cats and dogs: Recent advances in 

diagnosing breast cancer with deep neural networks,” Br. J. Radiol., vol. 91, no. 

1089, 2018. 

[24] R. C. Mayo, D. Kent, L. C. Sen, M. Kapoor, J. W. T. Leung, and A. T. Watanabe, 

“Reduction of False-Positive Markings on Mammograms: a Retrospective 

Comparison Study Using an Artificial Intelligence-Based CAD,” J. Digit. Imaging, 

vol. 32, no. 4, pp. 618–624, 2019. 

[25] G. Carneiro, J. Nascimento, and A. P. Bradley, “Automated Analysis of 

Unregistered Multi-View Mammograms With Deep Learning,” IEEE Trans. Med. 

Imaging, vol. 36, no. 11, pp. 2355–2365, Nov. 2017. 

[26] S. M. McKinney, M. Sieniek, V. Godbole, J. Godwin, N. Antropova, H. Ashrafian, 

T. Back, M. Chesus, G. S. Corrado, A. Darzi, and M. Etemadi, “International 

evaluation of an AI system for breast cancer screening,” Nature, vol. 577, no. 7788, 

pp. 89–94, Jan. 2020. 

[27] T. Kaur and T. K. Gandhi, “Deep convolutional neural networks with transfer 

learning for automated brain image classification,” Mach. Vis. Appl., vol. 31, no. 3, 

pp. 1–16, 2020. 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



115 

[28] X. Wang, G. Liang, Y. Zhang, H. Blanton, Z. Bessinger, and N. Jacobs, 

“Inconsistent Performance of Deep Learning Models on Mammogram 

Classification,” J. Am. Coll. Radiol., vol. 17, no. 6, pp. 796–803, Jun. 2020. 

[29] Division of Cancer Prevention and Control, “Centers for Disease Control and 

Prevention.” [Online: accessed on 05.09.21]. Available:  

https://www.cdc.gov/cancer/breast/basic_info/what-is-breast-cancer.htm. 

[30] R. Mousa, Q. Munib, and A. Moussa, “Breast cancer diagnosis system based on 

wavelet analysis and fuzzy-neural,” Expert Syst. Appl., vol. 28, no. 4, pp. 713–723, 

2005. 

[31] I. C. Moreira, I. Amaral, I. Domingues, A. Cardoso, M. J. Cardoso, and J. S. 

Cardoso, “INbreast: Toward a Full-field Digital Mammographic Database.,” Acad. 

Radiol., vol. 19, no. 2, pp. 236–248, 2012. 

[32] J. Tang, R. M. Rangayyan, J. Xu, I. E. El Naqa, and Y. Yang, “Computer-aided 

detection and diagnosis of breast cancer with mammography: Recent advances,” 

IEEE Trans. Inf. Technol. Biomed., vol. 13, no. 2, pp. 236–251, 2009. 

[33] The American Cancer Society medical and editorial content team, “What Does the 

Doctor Look for on a Mammogram?” [Online: accessed on 05.09.21]. Available: 

https://www.cancer.org/cancer/breast-cancer/screening-tests-and-early-

detection/mammograms/what-does-the-doctor-look-for-on-a-mammogram.html. 

[34] M. S. Islam, N. Kaabouch, and W. C. Hu, “A survey of medical imaging techniques 

used for breast cancer detection,” IEEE Int. Conf. Electro Inf. Technol., pp. 10–14, 

2013. 

[35] G. I. Andreea, R. Pegza, L. Lascu, S. Bondari, Z. Stoica, and A. Bondari, “The Role 

of Imaging Techniques in Diagnosis of Breast Cancer,” Curr. Heal. Sci. J., vol. 37, 

no. 2, pp. 55–61, 2011. 

[36] K. P. Hermann, S. Obenauer, K. Marten, S. Kehbel, U. Fischer, and E. Grabbe, 

“Average glandular dose with amorphous silicon full-field digital mammography - 

Clinical results,” RoFo Fortschritte auf dem Gebiet der Rontgenstrahlen und der 

Bildgeb. Verfahren, vol. 174, no. 6, pp. 696–699, 2002. 

[37] D. Rinella, “Mammography Positioning: The CC and MLO,” Semin. Breast Dis., 

vol. 8, no. 4, pp. 206–210, Dec. 2005. 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



116 

[38] Dr. Halls, “A discussion of conventional mammography,” 20 9. [Online: accessed 

on 03.01.22]. Available: https://breast-cancer.ca/mammopics/. 

[39] T. Uematsu, M. Sano, K. Homma, M. Shiina, and S. Kobayashi, “Three-

dimensional helical CT of the breast: Accuracy for measuring extent of breast 

cancer candidates for breast conserving surgery,” Breast Cancer Res. Treat., vol. 

65, no. 3, pp. 249–257, 2001. 

[40] D. O’Loughlin, M. O’Halloran, B. M. Moloney, M. Glavin, E. Jones, and M. A. 

Elahi, “Microwave breast imaging: Clinical advances and remaining challenges,” 

IEEE Trans. Biomed. Eng., vol. 65, no. 11, pp. 2580–2590, 2018. 

[41] L. Wang, “Early diagnosis of breast cancer,” Sensors (Switzerland), vol. 17, no. 7, 

2017. 

[42] Y. Medina, M. Augusto, and A. V. Paz, “Microwave imaging for breast cancer 

detection: Experimental comparison of Confocal and Holography algorithms,” 

Proc. 2016 IEEE ANDESCON, ANDESCON 2016, pp. 0–3, 2017. 

[43] PDQ Screening and Prevention Editorial Board, “Breast Cancer Screening 

(PDQ®): Patient Version.,” in PDQ Cancer Information Summaries [Internet]. 

Bethesda (MD): National Cancer Institute (US); 2002-. Available from: 

https://www.ncbi.nlm.nih.gov/books/NBK65715/, 2021. [Online: accessed on 

05.09.21]. 

[44] American Cancer society, “Breast MRI.” [Online: accessed on 05.09.21]. 

Available: https://www.cancer.org/cancer/breast-cancer/screening-tests-and-early-

detection/breast-mri-scans.html. 

[45] Susan G. Komen, “Breast Ultrasound.” [Online: accessed on 05.09.21]. Available: 

https://www.komen.org/breast-cancer/screening/follow-up/ultrasound/. 

[46] National Cancer Institute, “Computed Tomography (CT) Scans and Cancer.” 

[Online: accessed on 05.09.21]. Available: https://www.cancer.gov/about-

cancer/diagnosis-staging/ct-scans-fact-sheet. 

[47] D. Groheux and E. Hindie, “Breast cancer: initial workup and staging with  DG 

PET/CT,” Clin. Transl. Imaging, vol. 9, no. 3, pp. 221–231, Jun. 2021. 

[48] L. Wang, “Microwave Sensors for Breast Cancer Detection,” Sensors, vol. 18, no. 

2, p. 655, Feb. 2018. 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



117 

[49] A. A. Rao, J. Feneis, C. Lalonde, and H. Ojeda- ournier, “A Pictorial Review of 

Changes in the BI-RADS  ifth Edition,” RadioGraphics, vol. 36, no. 3, pp. 623–

639, May 2016. 

[50] The American College of Radiology, “ACR BI-RADS® Atlas 5th Edition.” 

[Online: accessed on 05.09.21]. Available: https://www.acr.org/Clinical-

Resources/Reporting-and-Data-Systems/Bi-Rads. 

[51] M. A. Al-Masni, M. A. Al-antari, J. M. Park, G. Gi, T. Y. Kim, P. Rivera, E. 

Valarezo, S. M. Han, and T. S. Kim, T.S., “Detection and classification of the breast 

abnormalities in digital mammograms via regional Convolutional Neural Network,” 

Proc. Annu. Int. Conf. IEEE Eng. Med. Biol. Soc. EMBS, pp. 1230–1233, 2017. 

[52] G. Hamed, M. A. E.-R. Marey, S. E.-S. Amin, and M.  . Tolba, “The Mass Size 

Effect on the Breast Cancer Detection Using 2-Levels of Evaluation,” in 

International Conference on Advanced Intelligent Systems and Informatics, 

Springer, Cham, 2021, pp. 324–335. 

[53] R. Agarwal, O. Díaz, M. H. Yap, X. Lladó, and R. Martí, “Deep learning for mass 

detection in  ull  ield Digital Mammograms,” Comput. Biol. Med., vol. 121, p. 

103774, 2020. 

[54] A. Mencattini, M. Salmeri, R. Lojacono, M. Frigerio, and F. Caselli, 

“Mammographic images enhancement and denoising for breast cancer detection 

using dyadic wavelet processing,” IEEE Trans. Instrum. Meas., vol. 57, no. 7, pp. 

1422–1430, 2008. 

[55] N. Al-Najdawi, M. Biltawi, and S. Tedmori, “Mammogram image visual 

enhancement, mass segmentation and classification,” Appl. Soft Comput. J., vol. 35, 

pp. 175–185, 2015. 

[56] A. Rojas Domínguez and A. K. Nandi, “Detection of masses in mammograms via 

statistically based enhancement, multilevel-thresholding segmentation, and region 

selection,” Comput. Med. Imaging Graph., vol. 32, no. 4, pp. 304–315, 2008. 

[57] H. H. Aghdam, D. Puig, and A. Solanas, “Adaptive probabilistic thresholding 

method for accurate breast region segmentation in mammograms,” Proc. - Int. Conf. 

Pattern Recognit., pp. 3357–3362, 2014. 

[58] H. Al-Shamlan and A. El-Zaart, “ eature extraction values for breast cancer 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



118 

mammography images,” ICBBT 2010 - 2010 Int. Conf. Bioinforma. Biomed. 

Technol., pp. 335–340, 2010. 

[59] T. L. V. N. Swetha and C. H. H. Bindu, “Detection of Breast cancer with Hybrid 

image segmentation and Otsu’s thresholding,” 2015 Int. Conf. Comput. Netw. 

Commun. CoCoNet 2015, no. 2008, pp. 565–570, 2016. 

[60] M. P. Sampat and A. C. Bovik, “Detection of spiculated lesions in mammograms,” 

In Proceedings of the 25th Annual International Conference of the IEEE 

Engineering in Medicine and Biology Society (IEEE Cat. No. 03CH37439) (Vol. 1, 

pp. 810-813). IEEE. 

[61] S. Chakraborty, M. K. Bhowmik, A. K. Ghosh, and T. Pal, “Automated edge 

detection of breast masses on mammograms,” IEEE Reg. 10 Annu. Int. Conf. 

Proceedings/TENCON, pp. 1241–1245, 2017. 

[62] V. Bhateja, M. Misra, and S. Urooj, “Non-linear polynomial filters for edge 

enhancement of mammogram lesions,” Comput. Methods Programs Biomed., vol. 

129, pp. 125–134, 2016. 

[63] I. K. Maitra, S. Nag, and S. K. Bandyopadhyay, “Technique for preprocessing of 

digital mammogram,” Comput. Methods Programs Biomed., vol. 107, no. 2, pp. 

175–188, 2012. 

[64] ZaheeruddinZ. A. Jaffery and Laxman Singh, “Detection and Shape  eature 

Extraction of Breast Tumor in Mammograms,” Lect. Notes Eng. Comput. Sci., vol. 

2198, no. 1, pp. 719–724, 2012. 

[65] R. Rouhi, M. Jafari, S. Kasaei, and P. Keshavarzian, “Benign and malignant breast 

tumors classification based on region growing and CNN segmentation,” Expert Syst. 

Appl., vol. 42, no. 3, pp. 990–1002, 2015. 

[66] R. G. R. KK, “Automated Mammogram Segmentation Using Seed Point 

Identification and Modified Region Growing Algorithm,” Br. J. Appl. Sci. Technol., 

vol. 6, no. 4, pp. 378–385, 2015. 

[67] K. Yuvaraj  & Ragupathy, U. S., “Automatic mammographic mass segmentation 

based on region growing technique.,” 3rd Int. Conf. Electron. Biomed. Eng. its 

Appl., pp. 29–30, 2013. 

[68] Shen-Chuan Tai, Zih-Siou Chen, and Wei-Ting Tsai, “An Automatic Mass 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



119 

Detection System in Mammograms Based on Complex Texture  eatures,” IEEE J. 

Biomed. Heal. Informatics, vol. 18, no. 2, pp. 618–627, 2013. 

[69] E. Song, S. Xu, X. Xu, J. Zeng, Y. Lan, S. Zhang, and C. C. Hung, “Hybrid 

segmentation of mass in mammograms using template matching and dynamic 

programming,” Acad. Radiol., vol. 17, no. 11, pp. 1414–1424, 2010. 

[70] M. N. Sudha and S. Selvarajan, “Hybrid approach towards feature selection for 

breast tumour classification from screening mammograms,” Int. J. Biomed. Eng. 

Technol., vol. 29, no. 4, p. 309, 2019. 

[71] A. Oliver, J. Freixenet, J. Marti, E. Perez, J. Pont, E. R. Denton, and R. Zwiggelaar, 

“A review of automatic mass detection and segmentation in mammographic 

images,” Med. Image Anal., vol. 14, no. 2, pp. 87–110, Apr. 2010. 

[72] S. J. S. Gardezi and I.  aye, “ usion of completed local binary pattern features with 

curvelet features for mammogram classification,” Appl. Math. Inf. Sci., vol. 9, no. 

6, pp. 3037–3048, 2015. 

[73] I. Zyout and R. Togneri, “A computer-aided detection of the architectural distortion 

in digital mammograms using the fractal dimension measurements of BEMD,” 

Comput. Med. Imaging Graph., vol. 70, pp. 173–184, 2018. 

[74] K. Ganesan, U. R. Acharya, C. K. Chua, L. C. Min, and T. K. Abraham, 

“Automated Diagnosis of Mammogram Images of Breast Cancer Using Discrete 

Wavelet Transform and Spherical Wavelet Transform Features: A Comparative 

Study,” Technol. Cancer Res. Treat., vol. 13, no. 6, pp. 605–615, 2014. 

[75] B. K. Elfarra and I. S. I. Abuhaiba, “New feature extraction method for 

mammogram computer aided diagnosis,” Int. J. Signal Process. Image Process. 

Pattern Recognit., vol. 6, no. 1, pp. 13–36, 2013. 

[76] N. Azizi, N. Zemmal, M. Sellami, and N.  arah, “A new hybrid method combining 

genetic algorithm and support vector machine classifier: Application to CAD 

system for mammogram images,” Int. Conf. Multimed. Comput. Syst. -Proceedings, 

pp. 415–420, 2014. 

[77] M. A.-M. Salem, A. Atef, A. Salah, and M. Shams, “Recent Survey on Medical 

Image Segmentation,” Comput. Vis., no. 1, pp. 129–169, 2018. 

[78] D. L. Pham, C. Xu, and J. L. Prince, “Current Methods in Medical Image 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



120 

Segmentation,” Annu. Rev. Biomed. Eng., vol. 2, no. 1, pp. 315–337, Aug. 2000. 

[79] S. K. Zhou, H. Greenspan, C. Davatzikos, J. S. Duncan, B. Van Ginneken, A. 

Madabhushi, J. L. Prince, D, Rueckert, and R. M. Summers, “A Review of Deep 

Learning in Medical Imaging: Imaging Traits, Technology Trends, Case Studies 

With Progress Highlights, and  uture Promises,” Proc. IEEE, vol. 109, no. 5, pp. 

820–838, May 2021. 

[80] P. Xi, C. Shu, and R. Goubran, “Abnormality Detection in Mammography using 

Deep Convolutional Neural Networks,” MeMeA 2018 - 2018 IEEE Int. Symp. Med. 

Meas. Appl. Proc., pp. 1–6, 2018. 

[81] K. Kaur and S. K. Mittal, “Classification of mammography image with CNN-RNN 

based semantic features and extra tree classifier approach using LSTM,” Mater. 

Today Proc., Oct. 2020. 

[82] Y. Yan, P. H. Conze, E. Decencière, M. Lamard, G. Quellec, B. Cochener, and G. 

Coatrieux, “Cascaded multi-scale convolutional encoder-decoders for breast mass 

segmentation in high-resolution mammograms,” in 2019 41st Annual International 

Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Jul. 

2019, pp. 6738–6741. IEEE. 

[83] S. K. Ghosh, B. Biswas, and A. Ghosh, “A novel stacked sparse denoising 

autoencoder for mammography restoration to visual interpretation of breast lesion,” 

Evol. Intell., vol. 14, no. 1, pp. 133–149, Mar. 2021. 

[84] Y. Zheng, C. Yang, and H. Wang, “Enhancing breast cancer detection with 

recurrent neural network,” in Mobile Multimedia/Image Processing, Security, and 

Applications 2020, Apr. 2020, p. 11. 

[85] B. Swiderski, L. Gielata, P. Olszewski, S. Osowski, and M. Kołodziej, “Deep 

neural system for supporting tumor recognition of mammograms using modified 

GAN,” Expert Syst. Appl., vol. 164, p. 113968, Feb. 2021. 

[86] S. Minaee, Y. Y. Boykov, F. Porikli, A. J. Plaza, N. Kehtarnavaz, and D. 

Terzopoulos, “Image Segmentation Using Deep Learning: A Survey,” IEEE Trans. 

Pattern Anal. Mach. Intell., 2021. 

[87] K.  ukushima, “Neocognitron: A self-organizing neural network model for a 

mechanism of pattern recognition unaffected by shift in position,” Biol. Cybern., 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



121 

vol. 36, no. 4, pp. 193–202, 1980. 

[88] LeCun Yann, B. Boser, J. Denker, D. Henderson, R. Howard, W. Hubbard, and L. 

Jackel, “Handwritten digit recognition with a back-propagation network,” in 

Advances in Neural Information Processing Systems 2, 1989, pp. 396–404. 

[89] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet Classification with Deep 

Convolutional Neural Networks,” Adv. Neural Inf. Process. Syst., pp. 1097–1105, 

2012. 

[90] M. Z. Khan, M. K. Gajendran, Y. Lee, and M. A. Khan, “Deep Neural Architectures 

for Medical Image Semantic Segmentation: Review,” IEEE Access, vol. 9, pp. 

83002–83024, 2021. 

[91] H. Chougrad, H. Zouaki, and O. Alheyane, “Deep Convolutional Neural Networks 

for breast cancer screening,” Comput. Methods Programs Biomed., vol. 157, pp. 

19–30, 2018. 

[92] A. Khan, A. Sohail, U. Zahoora, and A. S. Qureshi, “A survey of the recent 

architectures of deep convolutional neural networks,” Artif. Intell. Rev., pp. 1–70, 

2020. 

[93] F. A. N. Rashid, N. S. Suriani, M. N. Mohd, M. R. Tomari, W. N. W. Zakaria, and 

A. Nazari, “Deep Convolutional Network Approach in Spike Train Analysis of 

Physiotherapy Movements,” In Advances in Electronics Engineering (pp. 159-170). 

Springer, Singapore, 2020. 

[94] V. Sze, Y.-H. Chen, T.-J. Yang, and J. S. Emer, “Efficient Processing of Deep 

Neural Networks : A Tutorial and Survey,” in Proceedings of the IEEE, 2017, vol. 

105, no. 12, pp. 2295–2329. 

[95] K. He, X. Zhang, S. Ren, and J. Sun, “Deep Residual Learning for Image 

Recognition,” in 2016 IEEE Conference on Computer Vision and Pattern 

Recognition (CVPR), Jun. 2016, pp. 770–778, doi: 10.1109/CVPR.2016.90. 

[96] L. Abdelrahman, M. Al Ghamdi, F. Collado-Mesa, and M. Abdel-Mottaleb, 

“Convolutional neural networks for breast cancer detection in mammography: A 

survey,” Comput. Biol. Med., vol. 131, p. 104248, Apr. 2021. 

[97] O. Ronneberger, P.  ischer, and T. Brox, “U-Net: Convolutional Networks for 

Biomedical Image Segmentation,” In International Conference on Medical image 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



122 

computing and computer-assisted intervention. Springer, Cham 2015, pp. 234–241. 

[98] G. Huang, Z. Liu, L. van der Maaten, and K. Q. Weinberger, “Densely Connected 

Convolutional Networks,” In Proceedings of the IEEE conference on computer 

vision and pattern recognition, pp. 4700-4708, Aug. 2016. 

[99] J. Redmon and A.  arhadi, “YOLOv3: An Incremental Improvement,” arXiv 

preprint arXiv:1804.02767, Apr. 2018. 

[100]  K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image 

recognition,” Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit., vol. 

2016-Decem, pp. 770–778, 2016. 

[101] L. Jiao, F. Zhang, F. Liu, S. Yang, L. Li, Z. Feng, and R. Qu, “A Survey of Deep 

Learning-Based Object Detection,” IEEE Access, vol. 7, pp. 128837–128868, 2019. 

[102] Z.-Q. Zhao, P. Zheng, S.-T. Xu, and X. Wu, “Object Detection With Deep 

Learning: A Review,” IEEE Trans. Neural Networks Learn. Syst., vol. 30, no. 11, 

pp. 3212–3232, Nov. 2019. 

[103] R. Girshick, J. Donahue, T. Darrell, J. Malik, U. C. Berkeley, and J. Malik, “Rich 

feature hierarchies for accurate object detection and semantic segmentation,” in 

Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 

2014, pp. 580–587. 

[104] R. Girshick, “ ast R-CNN,” Proc. IEEE Int. Conf. Comput. Vis., pp. 1440–1448, 

2015. 

[105] S. Ren, K. He, R. Girshick, and J. Sun, “ aster R-CNN: Towards Real-Time Object 

Detection with Region Proposal Networks,” IEEE Trans. Pattern Anal. Mach. 

Intell., vol. 39, no. 6, pp. 1137–1149, 2017. 

[106] K. He, G. Gkioxari, P. Dollár, and R. Girshick, “Mask R-CNN,” In Proceedings of 

the IEEE international conference on computer vision, pp. 2961-2969, Mar. 2017. 

[107] K. He, X. Zhang, S. Ren, and J. Sun, “Spatial Pyramid Pooling in Deep 

Convolutional Networks for Visual Recognition,” IEEE Trans. Pattern Anal. Mach. 

Intell., vol. 37, no. 9, pp. 1904–1916, Sep. 2015. 

[108] J. Dai, Y. Li, K. He, and J. Sun, “R-fcn: Object detection via region-based fully 

convolutional networks,” in Advances in neural information processing systems, 

2016. 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



123 

[109] T.-Y. Lin, P. Dollár, R. Girshick, K. He, B. Hariharan, and S. Belongie, “ eature 

Pyramid Networks for Object Detection,” in Proceedings of the IEEE conference 

on computer vision and pattern recognition, pp. 2117-2125, Dec. 2016. 

[110] J. Redmon, S. Divvala, R. Girshick, and A.  arhadi, “You Only Look Once: 

Unified, Real-Time Object Detection,” in Proceedings of the IEEE conference on 

computer vision and pattern recognition, 2016, pp. 779–788. 

[111] J. Redmon and A.  arhadi, “YOLO9000: Better,  aster, Stronger,” in Proceedings 

of the IEEE conference on computer vision and pattern recognition, 2017, pp. 

7263–7271. 

[112] W. Liu et al., “SSD: Single Shot MultiBox Detector,” in Lecture Notes in Computer 

Science, Springer International Publishing AG 2016, 2016, pp. 21–37. 

[113] C.-Y.  u, W. Liu, A. Ranga, A. Tyagi, and A. C. Berg, “DSSD : Deconvolutional 

Single Shot Detector,” arXiv preprint arXiv:1701.06659, Jan. 2017,. 

[114] D. Abdelhafiz, C. Yang, R. Ammar, and S. Nabavi, “Deep convolutional neural 

networks for mammography: Advances, challenges and applications,” BMC 

Bioinformatics, vol. 20, no. 11, pp. 1–20, 2019. 

[115] R. Agarwal, O. Diaz, X. Lladó, M. H. Yap, and R. Martí, “Automatic mass 

detection in mammograms using deep convolutional neural networks,” J. Med. 

Imaging, vol. 6, no. 03, p. 1, 2019. 

[116] S. Perek, A. Hazan, E. Barkan, and A. Akselrod-Ballin, “Siamese network for dual-

view mammography mass matching,” in Lecture Notes in Computer Science 

(including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in 

Bioinformatics), vol. 11040 LNCS, 2018, pp. 55–63. 

[117] D. Lévy and A. Jain, “Breast Mass Classification from Mammograms using Deep 

Convolutional Neural Networks,” arXiv preprint arXiv:1612.00542, Dec. 2016. 

[118] L. G.  alconi, M. Perez, and W. G. Aguilar, “Transfer Learning in Breast 

Mammogram Abnormalities Classification with Mobilenet and Nasnet,” Int. Conf. 

Syst. Signals, Image Process., vol. 2019-June, pp. 109–114, 2019. 

[119] D. Abdelhafiz, J. Bi, R. Ammar, C. Yang, and S. Nabavi, “Convolutional neural 

network for automated mass segmentation in mammography,” BMC 

Bioinformatics, vol. 21, no. 1, pp. 1–19, 2020. 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



124 

[120] M. A. Al-antari, S. M. Han, and T. S. Kim, “Evaluation of deep learning detection 

and classification towards computer-aided diagnosis of breast lesions in digital X-

ray mammograms,” Comput. Methods Programs Biomed., vol. 196, p. 105584, 

2020. 

[121] M. A. Al-masni, M.A. Al-Antari, J. M. Park, G. Gi, T. Y. Kim, P. Rivera, E. 

Valarezo, M. T. Choi, S. M. Han, and T. S. Kim, “Simultaneous detection and 

classification of breast masses in digital mammograms via a deep learning YOLO-

based CAD system,” Comput. Methods Programs Biomed., vol. 157, pp. 85–94, 

2018. 

[122] S. J. S. Gardezi, M. Awais, I.  aye, and  . Meriaudeau, “Mammogram 

classification using deep learning features,” Proc. 2017 IEEE Int. Conf. Signal 

Image Process. Appl. ICSIPA 2017, pp. 485–488, 2017. 

[123] N. Dhungel, G. Carneiro, and A. P. Bradley, “Combining Deep Learning and 

Structured Prediction for Segmenting Masses in Mammograms,” in Deep Learning 

and Convolutional Neural Networks for Medical Image Computing, Springer, 

Cham, 2017, pp. 225–240. 

[124] J. Suckling, J. Parker, D. R. Dance, S. Astley, I. Hutt, C. R. M. Boggis, I. Ricketts, 

E. Stamatakis, N. Cerneaz, S. L. Kok, P. Taylor, D. Betal, and J. Savage “The 

Mammographic Image Analysis Society Digital Mammogram Database,” Expert. 

Medica, Int. Congr. Ser., vol. 1069, no. JANUARY 1994, pp. 375–378, 1994. 

[125] M. Heath, K. Bowyer, D. Kopans, P. Kegelmeyer, R. Moore, K. Chang, and S. 

Munishkumaran, “Current Status of the Digital Database for Screening 

Mammography,” In Digital mammography,. Springer, Dordrecht, pp. 457–460, 

1998. 

[126] K. Clark, B. Vendt, K. Smith, J. Freymann, J. Kirby, P. Koppel, S. Moore, S. 

Phillips, D. Maffitt, M. Pringle, and L. Tarbox, “The Cancer Imaging Archive 

( TCIA ): Maintaining and Operating a Public Information Repository,” Journal of 

digital imaging, 26(6), pp.1045-1057 2013. 

[127] Y. Brhane Hagos, A. Gubern Mérida, and J. Teuwen, “Improving Breast Cancer 

Detection Using Symmetry Information with Deep Learning,” in Lecture Notes in 

Computer Science (including subseries Lecture Notes in Artificial Intelligence and 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



125 

Lecture Notes in Bioinformatics), 2018, pp. 90–97. 

[128] E. Wu, K. Wu, D. Cox, and W. Lotter, “Conditional infilling GANs for data 

augmentation in mammogram classification,” Lect. Notes Comput. Sci. (including 

Subser. Lect. Notes Artif. Intell. Lect. Notes Bioinformatics), vol. 11040 LNCS, pp. 

98–106, 2018. 

[129] R. Zhang, H. Zhang, and A. C. S. Chung, “A Unified Mammogram Analysis 

Method via Hybrid Deep Supervision,” in Image Analysis for Moving Organ, 

Breast, and Thoracic Images, Springer, Cham, 2018, pp. 107–115. 

[130] N. Dhungel, G. Carneiro, and A. P. Bradley, “A deep learning approach for the 

analysis of masses in mammograms with minimal user intervention,” Med. Image 

Anal., vol. 37, pp. 114–128, Apr. 2017. 

[131] M. A. Al-antari, M. A. Al-masni, M. T. Choi, S. M. Han, and T. S. Kim, “A fully 

integrated computer-aided diagnosis system for digital X-ray mammograms via 

deep learning detection, segmentation, and classification,” Int. J. Med. Inform., vol. 

117, no. June, pp. 44–54, 2018. 

[132] T. Kyono,  . J. Gilbert, and M. Van Der Schaar, “MAMMO: A deep learning 

solution for facilitating radiologist-machine collaboration in breast cancer 

diagnosis,” arXiv, pp. 1–18, 2018. 

[133] Y. J. Suh, J. Jung, and B. J. Cho, “Automated breast cancer detection in digital 

mammograms of various densities via deep learning,” J. Pers. Med., vol. 10, no. 4, 

pp. 1–11, 2020. 

[134] H. C. Lu, E. W. Loh, and S. C. Huang, “The Classification of Mammogram Using 

Convolutional Neural Network with Specific Image Preprocessing for Breast 

Cancer Detection,” 2019 2nd Int. Conf. Artif. Intell. Big Data, ICAIBD 2019, pp. 

9–12, 2019. 

[135] L.  alconi, M. Perez, W. Aguilar, and A. Conci, “Transfer learning and fine tuning 

in mammogram bi-rads classification,” Proc. - IEEE Symp. Comput. Med. Syst., 

vol. 2020-July, pp. 475–480, 2020. 

[136] K. J. Geras, S. Wolfson, Y. Shen, N. Wu, S. Kim, E. Kim, L. Heacock, U. Parikh, 

L. Moy, and K. Cho, “High-resolution breast cancer screening with multi-view 

deep convolutional neural networks,” arXiv, pp. 1–9, 2017. 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



126 

[137] Y. Yan, P.-H. Conze, M. Lamard, G. Quellec, B. Cochener, and G. Coatrieux, 

“Towards improved breast mass detection using dual-view mammogram matching,” 

Med. Image Anal., vol. 71, p. 102083, Jul. 2021. 

[138] M. AlGhamdi and M. Abdel-Mottaleb, “DV-DCNN: Dual-view deep 

convolutional neural network for matching detected masses in mammograms,” 

Comput. Methods Programs Biomed., vol. 207, p. 106152, Aug. 2021. 

[139] A. Akselrod-Ballin, L. Karlinsky, S. Alpert, S. Hashoul, R. Ben-Ari, and E. Barkan, 

“A CNN based method for automatic mass detection and classification in 

mammograms,” Comput. Methods Biomech. Biomed. Eng. Imaging Vis., vol. 7, no. 

3, pp. 242–249, 2019. 

[140] G. H. Aly, M. Marey, S. A. El-Sayed, and M.  . Tolba, “YOLO Based Breast 

Masses Detection and Classification in Full- ield Digital Mammograms,” Comput. 

Methods Programs Biomed., vol. 200, p. 105823, Mar. 2021. 

[141] Y. Yan, P. H. Conze, G. Quellec, M. Lamard, B. Cochener, and G. Coatrieux, 

“Two-stage breast mass detection and segmentation system towards automated 

high-resolution full mammogram analysis,” arXiv, 2020. 

[142] A. Baccouche, B. Garcia-Zapirain, C. Castillo Olea, and A. S. Elmaghraby, “Breast 

Lesions Detection and Classification via YOLO-Based  usion Models,” Comput. 

Mater. Contin., vol. 69, no. 1, pp. 1407–1425, 2021. 

[143] J. DUCHARME, “The  DA Wants to Change Mammogram Regulations for the 

 irst Time in Two Decades.” [Online]. Available: https://time.com/5560349/fda-

mammograms-dense-breast-tissue/. 

[144] U.S.  ood & Drug Administration, “Mammography: What You Need to Know.” 

[Online: accessed on 06.09.21]. Available: 

https://www.fda.gov/consumers/consumer-updates/mammography-what-you-

need-know. 

[145] D. C. Moura, M. A. G. López, P. Cunha, N. G. de Posada, R. R. Pollan, I. Ramos, 

J. P. Loureiro, I. C. Moreira, B. M. F. de Araújo, and T. C. Fernandes, 

“Benchmarking Datasets for Breast Cancer Computer-Aided Diagnosis (CADx),” 

in Iberoamerican Congress on Pattern Recognition, Springer, Berlin, Heidelberg, 

2013, pp. 326–333. 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH



127 

[146] J. Wang, X. Yang, H. Cai, W. Tan, C. Jin, and L. Li, “Discrimination of Breast 

Cancer with Microcalcifications on Mammography by Deep Learning,” Sci. Rep., 

vol. 6, no. 1, p. 27327, Jun. 2016. 

[147] H. Cai, Q. Huang, W. Rong, Y. Song, J. Li, J. Wang, J. Chen, and L. Li, “Breast 

Microcalcification Diagnosis Using Deep Convolutional Neural Network from 

Digital Mammograms,” Comput. Math. Methods Med., vol. 2019, pp. 1–10, Mar. 

2019. 

[148] A. A. M. Suberi, W. Nurshazwani, R. Tomari, A. Nazari, M. Norzali, and N. Farhan, 

“Deep Transfer Learning Application for Automated Ischemic Classification in 

Posterior  ossa CT Images,” Int. J. Adv. Comput. Sci. Appl., vol. 10, no. 8, pp. 459–

465, 2019. 

[149] G. Chandrarathne, K. Thanikasalam, and A. Pinidiyaarachchi, “A Comprehensive 

Study on Deep Image Classification with Small Datasets,” 2020, pp. 93–106. 

[150] V. Sze, Y.-H. Chen, T.-J. Yang, and J. S. Emer, “Efficient Processing of Deep 

Neural Networks: A Tutorial and Survey,” Proc. IEEE, vol. 105, no. 12, pp. 2295–

2329, Dec. 2017. 

[151] M. M. Derakhshani, S. Masoudnia, A. H. Shaker, O. Mersa, M. A. Sadeghi, M. 

Rastegari, and B. N. Araabi, “Assisted excitation of activations: A learning 

technique to improve object detectors,” Proc. IEEE Comput. Soc. Conf. Comput. 

Vis. Pattern Recognit., vol. 2019-June, pp. 9201–9210, 2019. 

 

 

PTTA
PERPUS

TAKAAN
 TUNKU

 TUN A
MINAH


	TITLE
	DEDICATION
	ACKNOWLEDGEMENT
	ABSTRACT
	ABSTRAK
	CONTENTS
	LIST OF TABLES
	LIST OF FIGURES
	LIST OF SYMBOLS AND ABBREVIATIONS
	LIST OF APPENDICES
	CHAPTER 1
	1.1 Background of the problem
	1.2 Problem statement
	1.3 Objectives
	1.4 Scope of research
	1.5 Significance of this research
	1.6 Thesis outline

	CHAPTER 2
	2.
	2.1 Overview
	2.2 Construction elements of breast and breast cancer
	2.3 Different breast tumors
	2.4 Medical images used for breast cancer
	1.
	2.
	2.1.
	2.2.
	2.3.
	2.4.

	2.5 Categorization of breast imaging
	2.6 CAD systems for breast cancer diagnosis
	2.7 Traditional ML-based CAD systems for mammogram
	2.5.
	2.6.
	2.7.
	2.7.1 Pre-processing
	2.7.2 Segmentation
	2.7.3 Feature extraction and selection
	2.7.4 Classification
	2.8.

	2.8 Deep neural networks (DNNs)

	CHAPTER 5
	5.4 Recommendations for future work
	REFERENCES



