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ABSTRACT

Clustering a set of objects into homogeneous groups is a fundamental operation in data mining. Recently, attention has been put on categorical data clustering, where data objects are made up of non-numerical attributes. The implementation of several existing categorical clustering techniques is challenging as some are unable to handle uncertainty and others have stability issues. In the process of dealing with categorical data and handling uncertainty, the rough set theory has become a well-established mechanism in a wide variety of applications including databases. The recent techniques such as Information-Theoretic Dependency Roughness (ITDR), Maximum Dependency Attribute (MDA) and Maximum Significance Attribute (MSA) outperformed their predecessor approaches like Bi-Clustering (BC), Total Roughness (TR), Min-Min Roughness (MMR), and standard-deviation roughness (SDR). This work explores the limitations and issues of ITDR, MDA and MSA techniques on data sets where these techniques fail to select or faces difficulty in selecting their best clustering attribute. Accordingly, two alternative techniques named Rough Purity Approach (RPA) and Maximum Value Attribute (MVA) are proposed. The novelty of both proposed approaches is that, the RPA presents a new uncertainty definition based on purity of rough relational data base whereas, the MVA unlike other rough set theory techniques uses the domain knowledge such as value set combined with number of clusters (NoC). To show the significance, mathematical and theoretical basis for proposed approaches, several propositions are illustrated. Moreover, the recent rough categorical techniques like MDA, MSA, ITDR and classical clustering technique like simple K-mean are used for comparison and the results are presented in tabular and graphical forms. For experiments, data sets from previously utilized research cases, a real supply base management (SBM) data set and UCI repository are utilized. The results reveal significant improvement by proposed techniques for categorical clustering in terms of purity (21%), entropy (9%), accuracy (16%), rough accuracy (11%), iterations (99%) and time (93%).
bentuk jadual dan grafik. Bagi kegunaan eksperimen, set data daripada kajian-kajian terdahulu digunakan seperti Supply Base Management (SBM) dan pangkalan data UC Irvine Machine Learning Repository (UCI). Keputusan menunjukkan prestasi bagi teknik yang dicadangkan adalah lebih baik dalam memilih atribut kelompok dan mengelompokkan data berasaskan kategori dari segi ketulenan (21%), entropi (9%), lelaran (99%), masa (93%), ketepatan (16%), dan ketepatan kekasaran (11%).
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CHAPTER 1

INTRODUCTION

1.1 Research background

In this present information age, it is believed that information prompts success and strength. The modern technologies like computers and satellites are collecting tremendous amounts of information for us. However, these huge amounts of data in disparate structures overwhelmed in recent years rapidly. Therefore, data base management system (DMBS) and organized data bases are developed (Zaïane, 1999). An efficient DMBS contributes towards effective retrieval of specific information from huge corpus of data. Dealing with huge collections of data, the needs such as automatic summarization of data, discovery of patterns in raw data and extraction of information helps in making better managerial choices. Different kinds of information are collected daily that includes scientific data, software engineering data, games, personal data, satellite sensing, digital media, text reports, business transactions, medical data, worldwide web repositories, virtual worlds, surveillance video and pictures.

This enormous amount of data stored in databases, files and other repositories requires a powerful means for interpretation of such data, analysis and for the knowledge extraction that could help in decision-making. Knowledge discovery in databases (KDD) refer to the extraction of previously unknown but potentially useful information which is nontrivial and implicit from the data in databases (Zaïane, 1999). The data mining term being part of the knowledge discovery process is frequently used as synonyms for KDD. The KDD process includes steps like raw data collections leading to formation of new knowledge, data cleaning, data integration, data selection,
data transformation, data mining, pattern evaluation and knowledge representation. The data mining task that is employed determines the kind of information needed to be discovered. In general, there are two types of data mining tasks, that is descriptive and predictive tasks (Zaïane, 1999). Descriptive data mining tasks describe the general properties of the existing data, while the predictive data mining tasks attempt to make predictions based on inference on available data.

Many issues are still pending to be addressed like security, social, interface, mining methodologies, performance and data source before the data mining develops into a conventional and trusted discipline (Zaïane, 1999). The data mining functionalities include prediction, association analysis, classification, clustering, characterization and discrimination etc. The clustering is actually used to analyze accurately the data generated by different modern sources and has appeared as a powerful meta-learning tool. It is considered to be a concise model of the data in the absence of specific labeled information. In particular, the key objective of clustering is to categorize data into clusters so that similar objects are grouped in the same cluster according to specific metrics (Fahad et al., 2014). The internal homogeneity and the external separation is considered by most researchers while describing a cluster (Xu & Wunsch, 2005; Norušis, 2011) i.e., similar objects in the same cluster while different objects in separate clusters.

The different clustering techniques can be broadly classified into partitioning, hierarchical, density, grid and model based approaches (Fahad et al., 2014). Partitioning-based techniques specify the initial groups by reallocating them towards a union and all clusters are determined promptly. In hierarchy based clustering, depending on the medium of proximity the data is organized in a hierarchical manner. Similarly, density-based based approaches separates the data objects based on their regions of density, boundary and connectivity. Grid based technique divides the space of the data objects into grids. Whereas, in model based clustering techniques the fit between the given data and some (predefined) mathematical model is optimized (Fahad et al., 2014). Many domains like academic result analysis of institutions, machine learning, image mining, medical dataset, software engineering, bioinformatics,
information retrieval and pattern recognition uses the core methodology of clustering (Wong et al., 2000; Dharmarajan & Velmurugan, 2013; Naseem et al., 2013; Britto et al., 2014; Aggarwal & Reddy, 2014).

The particular choice of a clustering technique also relies tremendously on specific data type. The different data types are textual, discrete sequences, time series, uncertain data, categorical and multimedia data (Aggarwal & Reddy, 2014). There are several clustering techniques developed to combine objects of same characteristics, however the implementation of them is challenging due to certain issues like categorical data clustering, handling uncertainty, stability and efficiency issues. Different techniques for clustering data having only numerical values were proposed by Haimov et al. (1989); Wong et al. (2000); Shuanhu et al. (2004). Unlike numerical data, the multi-valued attributes known as categorical data have common values or common objects and association between both. To deal with categorical data, a number of clustering techniques have been developed (Huang, 1998; Guha, S.; Rastogi, 1999; Ganti & Ramakrishnan, 1999; Gibson & Kleinberg, 2000). Though, they contributed well to clustering process but they are not able to handle uncertainty (Herawan et al., 2010a). In many cases where there is no sharp boundary between clusters, the uncertainty becomes an important real world issue.

Huang, Gupta and Kang (Huang, 1998; Kim et al., 2004) explored fuzzy sets to handle uncertainty in categorical data clustering. However, to attain the stability and to control the membership fuzziness these techniques require multiple runs (Herawan et al., 2010a). Zdzislaw Pawlak introduced rough set theory (RST) (Pawlak, 1991; Pawlak et al., 1995), a mathematical tool to deal with vagueness and uncertainty. Many researchers and practitioners are attracted towards RST by contributing essentially to the applications and development in the fields of artificial intelligence, decision support systems, machine learning, knowledge acquisition, decision analysis, pattern recognition, expert systems, cognitive sciences, inductive reasoning, and knowledge discovery from data bases (Pawlak & Skowron, 2007). Many interesting applications, the basic ideas of RST and its extensions can be found in several books, issues of the transactions on rough sets, special issues of other journals, international conferences,
proceedings and tutorials (Pawlak & Skowron, 2007).

The RST is a viable system to deal with uncertainty in clustering process of categorical data. RST was originally a symbolic data analysis tool now being developed for cluster analysis (Düntsch & Gediga, 2015). In rough categorical clustering, mainly the data set is expressed as the decision table by introducing a decision attribute. Most of these methods assume one or more given partitions of the data set aiming to find a cluster which best represents the data according to some predefined measure. Set approximation and reduct based methods are the two main ideas of the rough set model which are promising for applications. Tolerance rough set clustering (Ngo & Nguyen, 2004) and rough-K-Means clustering (Peters, 2006) are the examples of set approximation methods. Despite of having satisfactory results, these methods have issues as they depend on several parameters and thresholds (Düntsch & Gediga, 2015). The reduct based methods either work as pre-processing tool or as a tool for cluster generation but the problem of time complexity has not been solved yet (Düntsch & Gediga, 2015).

In RST, a subset of universe can be represented in terms of equivalence classes as clustering of universe. Therefore, RST has been successfully applied for selecting best suitable clustering attribute. The pioneer techniques to select clustering attribute are developed by Mazlack et al. (2000) which includes Total Roughness (TR) and Bi-Clustering (BC). These techniques work on the accuracy of roughness (approximation accuracy average) in the RST. Later on, another rough categorical clustering approach named Min-Min Roughness (MMR) was proposed by Parmar et al. to improve previous techniques (Parmar et al., 2007). Despite of MMR’s better performance, issues like accuracy, computational complexity and purity are yet to be addressed.

In 2010, a technique based on the dependency of attributes was introduced by Herawan et al. (2010a) named maximum dependency of attributes (MDA) which uses rough set information system for categorical data clustering. Hassanein and Elmelegy in 2013, proposed maximum significance of attributes (MSA) that utilized the RST concept of significance of attributes for selecting clustering attribute (Hassanein & Elmelegy, 2013). Recently, Park and Choi introduced information-theoretic
dependency roughness (ITDR) technique (Park & Choi, 2015b) which finds the entropy roughness to choose the suitable clustering attribute. It is another rough clustering technique that uses the information-theoretic dependencies of categorical attributes in information systems.

1.2 Research Motivation

Today the world is full of data and every day people encounter a large amount of information and they store or represent it as data for further analysis and management. One of the vital means in dealing with these data is to classify or group them into a set of categories or clusters. Rough Set Theory (RST) is a powerful mathematical tool proposed by Pawlak (Pawlak & Skowron, 2007) successfully applied to deal with vagueness and uncertainty in data analysis. The concept of rough set theory in this research work is utilized in terms of data in an information system.

Rough set theory has the ability of decision making in the presence of uncertainty and vagueness. Moreover, it can represent a subset of universe in terms of equivalence classes of partition of the universe. Obviously, every subset of attributes induces unique indiscernibility relation which is an equivalence relation and hence, induces unique clustering. This notion of indiscernibility is very attractive, since each indiscernible relation is also a sort of cluster. In this study, the indiscernibility is used as a measure of similarity without any distance function for clustering the objects.

Recently, the problem of clustering categorical data has received much attention in many fields from statistics to psychology. The categorical data unlike numerical data cannot be naturally ordered. Therefore, those clustering techniques dealing with numerical data cannot be used to cluster categorical data. In addition, very less work has been done for clustering the categorical data. A well-known approach for clustering categorical data is using rough set theory (Park & Choi, 2015a). Originally the motivation and inspiration for this study came from exploring useful limitations and issues of existing rough categorical clustering techniques (Mazlack et al., 2000; Parmar et al., 2007; Herawan et al., 2010a; Hassanein & Elmelegy, 2013; Park & Choi,
This research is conducted in order to come with more general, efficient and better rough categorical clustering techniques. The MDA, MSA and ITDR techniques outperformed their previous techniques such as BC, TR, MMR etc, however, they have certain issues like accuracy, purity, generalizability and computational complexity. On several data sets, these techniques fail or face difficulties in choosing the suitable clustering attribute. Some of the limitations are outlined:

1. MDA technique cannot perform well on data sets with attributes having zero or equal dependency value.
2. MSA technique also fails to select clustering attribute on data sets having attributes with zero or equal significance value.
3. ITDR techniques face issues like random attribute selection and integrity of classes due to presence of entropy measure.

Accordingly in this work, two rough set based categorical clustering techniques are proposed. The first one, information theoretic Rough Purity Approach (RPA) is introduced by establishing a new rough set metric of uncertainty which is rough purity for categorical data clustering. The proposed RPA technique relates the concept of information theoretic purity to rough sets. Considering the domain knowledge of the data set, the second technique Maximum Value Attribute (MVA) is proposed. Here, the rough value set of an attribute is combined with number of clusters. This technique chooses the suitable clustering attribute on basis of maximum number of clusters by an attribute. Several propositions and experiments on benchmark data sets demonstrate the significance, novelty and contribution of these proposed techniques to practical systems.

### 1.3 Research Objectives

The research objectives are listed as follows:

1. To propose a new rough set based categorical clustering technique Rough Purity Approach that takes into account the purity of attributes.
2. To propose another rough set based categorical clustering technique Maximum
Value Attribute that takes into account the value set of attributes combined with number of clusters.

3. To elaborate the performance of proposed techniques on real and benchmark datasets by comparing them with the recent baseline rough categorical clustering techniques like Maximum Dependency Attribute, Maximum Significant Attribute and Information Theoretic Dependency Roughness and classical K-mean clustering algorithm using accuracy, purity, rough accuracy, time and iterative complexity (Big O notation) and entropy.

1.4 Research Scope

This research only focuses on proposing two rough set theory based categorical clustering techniques named RPA and MVA. The proposed and existing MDA, MSA, ITDR and classical K-mean techniques are analyzed on several benchmark (UCI and KEEL repositories) and a real Supply Base Management (SBM) data set. The experimental results are evaluated using metrics like accuracy, purity, rough accuracy, number of iterations, respond time and entropy.

1.5 Research Significance

The system implementation is significant by two ways in this research. Firstly, information-theoretic purity is introduced as a new definition to measure the uncertainty using RST for categorical data clustering. Secondly, a domain knowledge about data like rough value set is utilized to develop another rough categorical clustering technique combined with internal evaluation measure like number of clusters. Both these approaches show significant improvement for clustering categorical data not only in terms of time and iterations but also in terms of accuracy, purity, entropy and rough accuracy.
1.6 Thesis Organization

The remaining thesis is arranged as below:

Chapter 2 discusses some fundamental concepts and overview of existing work on clustering the categorical data using RST. It comprises of an information system notion in rough relational database, an indiscernibility relation, set approximations and quality of approximations. This chapter discusses the literature review of existing work for cluster analysis, cluster validation, SBM, RST and rough categorical data clustering. Moreover, it also presents the analysis and limitations of some existing rough categorical data clustering techniques with the help of examples.

Chapter 3 discusses the proposed techniques of clustering the categorical data, named Rough Purity Approach (RPA) and Maximum Value Attribute (MVA). The notion of purity using rough set theory and the value set cardinality are presented. Moreover, the evaluation metrics used in this research are also defined. Several propositions and examples are illustrated to show the significance of proposed techniques.

Chapter 4 illustrates the results of experiments on proposed techniques. An empirical study on ten small, fifteen benchmark data sets and a real SBM data set demonstrates the better performance of proposed techniques. Moreover, they are compared with most recent and leading rough set-based categorical clustering techniques. All the experimental results are discussed and analyzed in detail by presenting them in form of tables and graphs.

Finally, Chapter 5 gives concluding remarks, accomplished objectives, contributions and future work.
CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

The previous chapter demonstrated that cluster analysis and rough set clustering techniques are widely utilized for numerical and categorical data in various forms. Accordingly, this chapter gives an overview of related work on cluster analysis, validation criteria, rough set theory and rough categorical data clustering.

This chapter comprises of nine sections. An overview of cluster analysis techniques and existing work on them are discussed in Section 2.2. The existing work in the field of supply base management is summarized in Section 2.3. The detail of cluster evaluation measures are described in Section 2.4. Similarly, Section 2.5 explains some preliminaries and related research work on rough set theory. Section 2.6 illustrates the overview of existing research on categorical data clustering. Section 2.7 presents the analysis of best recent rough categorical clustering techniques to explore their limitations. Section 2.8 discusses the scenario that leads to research framework. Section 2.9 summarizes the chapter.

2.2 Cluster analysis

Clustering is one of the most important unsupervised learning tasks in which the objects are divided into clusters so that similar objects are combined in the same cluster while dissimilar objects in separate clusters. Clustering is widely used in many fields, such as text mining (Naresh Kumar Nagwani, 2012), image analysis (Li
et al., 2014), and bio-informatics (Deris et al., 2015). The issue of data clustering has been widely answered in the machine learning and data mining literature. It has numerous applications to learning, summarization, target marketing and segmentation. Clustering is a concise model of the data in the absence of specific labels that can be referred to either as a generative model or summary. The basic problem of clustering as illustrated by Charu Aggarwal and Chandan Reddy is partitioning of set of data points into possible similar groups (Aggarwal & Reddy, 2014). The variations in this problem definition may be significant depending on specific data type used and type of model utilized like generative and distance-based models.

In many domains such as health care (Abawajy et al., 2015, 2016; Chowdhury et al., 2016), businesses (Cameron et al., 2006), science (e.g., environmental data analysis) (Astel et al., 2007), information security (Abawajy et al., 2014) and software maintenance (Liao et al., 2012), the clustering methods are utilized to support data-driven decision making. The application areas in which the clustering is required are collaborative filtering (Xue et al., 2005), customer segmentation (Mudambi, 2002), data summarization (Jain, 2010), dynamic trend detection (Kontostathis et al., 2004), multimedia data analysis (Guha et al., 2000), biological data analysis (Chen et al., 2002), intermediate step for other fundamental data mining problems (Berry, 2004; Warren Liao, 2005; Liao et al., 2012) and social network analysis (Ahn et al., 2007).

A wide variety of cluster analysis techniques is employed to address the clustering problems. Moreover, the data preprocessing phase requires dedicated techniques like feature selection or dimensionality reduction methods (Banitaan, 2013; Abawajy et al., 2015). Several good surveys and books have elaborated the clustering issues (Berry, 2004; Warren Liao, 2005; Liao et al., 2012; Aggarwal & Reddy, 2014). The commonly used clustering techniques are illustrated subsequently.

### 2.2.1 Probabilistic and Generative Models

The modeling of data from a generative process is the main idea of probabilistic models. Firstly, assuming a particular form of the generative model like Gaussian
model and estimating model parameter by using algorithm like Expectation Maximization (EM) (Berry, 2004). The available data set is utilized to find the parameters such that they need maximum likelihood set. Later on, for the underlying data points, the generative probabilities (or fit probabilities) of this model are estimated. It is based on the assumption that the data is generated by a mixture of underlying probability distributions. Anomalies have very low fit probabilities while the data points which fit the distribution well will have high fit probabilities.

Generative model tries to know the underlying process of generated cluster that is the reason, it is one of the most fundamental clustering methods (Biernacki et al., 2006; Zivkovic, 2004). Several useful connections between generative models and other clustering methods are present in terms of mixture parameters or prior probabilities (Zhong & Ghosh, 2005). For instance, the exceptional case in which each earlier probability is fixed and all mixture components are expected to have similar radius along all dimensions, leads to soft version of the k-mean algorithm (Jain, 2010).

### 2.2.2 Distance-Based Algorithms

Several special types of generative algorithms are reduced to distance-based algorithms. A distance function within the probability distribution is often used by generative models especially in mixture components for example the mean of mixture of Gaussian distribution generates data probabilities as euclidean distance. Therefore, the Gaussian distribution with generative model can have a close relationship with the k-means algorithm. Thus, many distance-based algorithms can be presented as simplifications or reductions of generative models. Distance-based methods are often attractive due to its ease and simplicity of implementation in wide range of environments. Generally, the distance-based algorithms are of two types; flat and hierarchical.

In flat clustering, the data is separated into number of clusters in one attempt, normally using partitioning representatives. The selection of a distance function and partitioning representative is important as it predicts the performance of underlying
algorithm. The commonly used partitioning techniques are, k-Means (Voges et al., 2002; Peters, 2006; Jain, 2010; Sripada, 2011; Prabha & Visalakshi, 2014), k-Medians (Guha et al., 2000, 2003; Babcock et al., 2003; Har-Peled & Mazumdar, 2004; Cardot et al., 2012) and k-Medoids (Purwitasari et al., 2015; Khatami et al., 2015; Zhou & Mu, 2016). It should be noted that, the k-Means clustering method is one of the most classical, extensively and commonly adopted method due to its simple practical implementations. Despite of drawing from original data set, the K-Means utilizes euclidean distance and forms partitioning representative as a function of the underlying data. In k-Medians methods, instead of mean the median is used to form the partitioning representative along each dimension. The median is usually less sensitive to extreme values of data, hence the k-Medians is more stable to outliers and noise. Whereas, the partitioning representative is sampled from original data in k-Medoids methods. These techniques are helpful in particular where arbitrary objects need to be clustered without considering functions of these objects.

In hierarchical clustering, the clusters are shown as hierarchy using dendogram at different levels of granularity (Maqbool & Babri, 2007; Wang et al., 2010). Depending upon creation in top-down or bottom-up style, hierarchical clustering representations may be either agglomerative or divisive methods. A bottom-up approach is adopted in agglomerative methods where it is initiated with individual data points and sequentially combined with clusters by making a tree-like structure (Feng & Seok, 2011). Different options are there to combine these clusters, which give several trade offs between efficiency and quality. These options include for example centroid-linkage, all-pairs linkage, single-linkage and sampled-linkage clustering. The distance between the centroids is utilized in centroid-linkage whereas the average over all pairs are used in all-pairs linkage (Aggarwal & Reddy, 2014). Single-linkage clustering utilizes the smallest distance between different pairs of points whereas sampled linkage calculates the average distance by sampling data points in the two clusters (Xu & Wunsch, 2005; Miyamoto & Takumi, 2012). The variations in all of these techniques have the drawback of chaining, that is bigger clusters are biased by nature to have nearer distances. Hence, it attracts sequentially larger number of points. Similarly,
a top-down approach is performed in divisive methods to partition the data points successively hence making a tree-like structure (Karaboga & Ozturk, 2011). For performing the partitioning at every step, any flat clustering algorithm can be helpful. Divisive partitioning shows better flexibility in terms of both the level of balance in the different clusters and the hierarchical tree structure.

2.2.3 Density and Grid-Based Methods

Density and grid-based methods try to search the data space at high levels of granularity, hence they are two closely related classes (Fahad et al., 2014). At any particular point, the density in data space is defined either in terms of an estimated kernel density or number of data points in a predefined volume of its locality. Grid-based methods are a particular type of density-based methods where the individual regions are explored and converted to grid-like structure of the data space (Warren Liao, 2005). In the post-processing phase, grid like structures are mainly convenient due to better ease in combining the various dense blocks. Such structures may be utilized for high-dimensional methods, as the lower dimensional grids describe clusters on subsets of dimensions.

2.2.4 Software Model Clustering

Model-based methods optimize the fit among some predefined mathematical models and given data. They are based on supposition that the data is extracted by a mixing of the underlying probability distributions. Moreover, it helps in automatically finding the number of clusters on the basis of classical statistics. It takes into account the noise (outliers) and hence producing a robust clustering method. The two main approaches based on model-based method include neural network and statistical approaches Fahad et al. (2014). MCLUST Xu & Wunsch (2005) and Expectation Maximization Christopher D. Manning & Schütze (2009) are likely the best model-based algorithms whereas, others include neural network approaches (SOM) Xu & Wunsch (2005) and conceptual clustering (COBWEB) Ahmad & Dey (2007).
2.2.5 Matrix Factorization and Co-Clustering

Matrix factorization (Li et al., 2014; Chang & Peng, 2012; Bozcan & Bener, 2013) and co-clustering methods (Sun et al., 2010; Wu et al., 2011) are also frequently used methods. They are normally utilized for data that is shown as sparse non negative matrices. Moreover, these methods can be generalized to other types of matrices as well. However, the actual attraction of these methods is the extra interpretability inherent in non negative matrix factorization methods. Thus, in the underlying data, a data point may be expressed as a non negative linear combination of the concepts. Co-clusterings are closely related to non negative matrix factorization methods in a way that they cluster the columns and rows of a matrix at once (Gong & Zhang, 2016; Li et al., 2016).

The literature overview of existing work on cluster analysis is discussed in subsequent paragraphs.

2.2.6 Related work on cluster analysis

Clustering algorithms accurately analyze the enormous amount of data generated by modern applications and they are developed as powerful meta-learning tools. Many clustering algorithms have been introduced by researchers for different application domains (Xu & Wunsch, 2005; Norušis, 2011; Dharmarajan & Velmurugan, 2013; Fahad et al., 2014). Such algorithms create high impact in their clustering result quality. The existing work in the area of cluster analysis is summarized as below.

Rousseeuw (1987) proposes partitioning techniques as graphical display. Each cluster is represented as silhouette on the basis of comparison of its separation and tightness. The silhouette presents location of objects in cluster or somewhere in between clusters. The whole clustering is shown by an overview of data configuration, allowing an appreciation of relative quality and by combining the silhouettes into a single plot. The average silhouette width may choose a suitable number of clusters and can evaluate the clustering validity.
Cluster analysis is used to segment radar signals in scanning land and marine objects Haimov *et al.* (1989). Ninety radar signatures are digitally recorded during the probing of ten different land and marine objects with a pulsed coherent Doppler radar. Their spectra are evaluated on the basis of the Marple algorithm for auto regressive model fitting. The method consists in representing the radar signatures as points in four-dimensional (4-D) space and identifying the obtained clusters of 4-D points with the observed objects. The cluster analysis is carried out assuming that the classification parameters have different clustering lengths.

The explanation of a decision support approach to development (D) planning and large-scale Research (R) is presented by Mathieu & Gibson (1993). A quantitative model is used based on analytical tools. Results of the model are used to determine the number of R and D program areas, the technological focus of each R and D program area and the relative allocation of resources to the R and D program areas. The decision support approach developed by them supports, rather than replaces, the judgment of the R and D planner by using a graphic display of the relative position of technology clusters and by using an interactive and iterative approach to problem solving.

The k-means algorithm is extended by Huang (1998) to numeric, categorical and mixed domains values. The k-modes algorithm deals with categorical objects by replacing the means of clusters with modes, utilizing a dissimilarity measure. Moreover, it uses a frequency-based method in the clustering process to update modes. This all minimizes the clustering cost function. These extensions of the k-modes algorithm allow categorical data clustering like k-means. The definition of a combined dissimilarity measure used by k-prototypes algorithm by further integrating the k-modes and k-means. It is also capable to cluster mixed, numeric and categorical attribute objects.

Anquetil & Lethbridge (1999) studied some clustering algorithms and other parameters to establish whether and how they could be used for software re-modularization. They explored the aspects of the clustering activity. Abstract descriptions chosen for the entities to cluster, metrics computing coupling between the entities and clustering algorithms. The experiments were conducted on few public
domain systems. Among other things, they confirmed the importance of a proper description scheme of the entities being clustered. They listed few good coupling metrics to use and characterize the quality of different clustering algorithms. They also proposed novel description schemes not directly based on the source code and advocated better formal evaluation methods for the clustering results.

In the same year, Ganti & Ramakrishnan (1999) generalized the cluster definition for numerical attributes and introduced a novel formalization of a categorical clustering. They described a very fast summarization-based algorithm called CACTUS that discovered exact clusters in the data. CACTUS has two important characteristics. First, the algorithm requires only two scans of the data set, and hence is very fast and scalable. The experiments on a variety of data sets show that CACTUS outperforms previous work by a factor of 3 to 10. Second, CACTUS performs a subspace clustering of the data hence finds clusters in subsets of all attributes.

Moreover, Wong et al. (2000) worked on automatic segmentation of tissues in dynamic PET studies using cluster analysis. There proposed tool potentially replaces the manual ROI delineation. Considering the case of segmentation of dynamic lung data, this approach is validated by simulated phantom study to evaluate their performance.

The correct number of clusters in a data set is estimated by Shuanhu et al. (2004). The developed clustering algorithm identifies the natural clusters by handling the complexities of gene data specifically. Moreover, it is tested on real gene changes in yeast cell cycle. The assignment of genes to clusters and basic patterns of gene expression are well explained through previous research. The efficiency of their proposed algorithm can be witnessed by the comparative analysis with other clustering algorithms.

Similarly, Xu & Wunsch (2005) conducted the survey of clustering algorithms required for applications like bio-informatics, salesman problem, benchmark data sets, machine learning, computer science and statistics. Some related preliminaries, cluster validation, and proximity measures are also illustrated. They conclude by summarizing their review with research trends and exploring several significant issues
for cluster algorithms. According to them, despite of several successful cluster analysis applications, due to the presence of inherent uncertain factors still different open issues remain to be solved. These issues have already got attention and requires more intensive efforts from extensive disciplines.

Some refinements of rough k-means clustering were illustrated by Peters (2006). They analyzed the rough cluster algorithm developed by Lingras et al. (Lingras, 2002) for web mining along with numerical stability, objective function, stability of clusters etc. A comparatively better rough cluster algorithm is proposed by Peters (2006) based on this analysis. The proposed algorithm is applied to gene expression, forest and synthetic data.

Meanwhile, Maqbool & Babri (2007) presented the review of hierarchical clustering in the modularization and software architecture recovery perspective which is related to software model clustering. The in depth analysis of the performance of different distance and similarity measures utilized for software clustering are provided. Similarly, they also analyzed several eminent clustering algorithms specifically studied their clustering process in terms of multiple criteria. Their outcomes show that during a clustering process, the arbitrary decisions affect the algorithm result quality. At last, the recently proposed clustering algorithms are analyzed with argument that different clustering approaches have apparently close similarities. Four legacy software systems in the software domain are selected for experimentation purpose to illustrate the characteristics and working of these prominent clustering algorithms.

To assess cluster analysis application in marketing, an empirical study was conducted by Michael N. Tuma, Sören W. Scholz (2009). They examined the dealing of marketing researchers towards some of the general usage issues. They analyzed that in marketing research since 2000, almost 200 journal articles have been published where cluster analysis was empirically utilized. The outcome of this empirical analysis reveals that new methods are rarely developed and misconceptions still abound. The researchers of marketing field are trying to follow the same procedures as were adopted in past. Moreover, higher standards and better teaching is required in data exploration. They also explores in thbis study that marketing researchers often not describes the
Similarly, Naseem *et al.* (2010) explored the limitations of Jaccard measure for finding appropriate similarity between entities. Accordingly, they came up with a novel similarity measure that handled these limitations. In software systems, the better performance of proposed similarity measure can be seen from the experimental results. Later on, they combined more than one similarity measures to propose Cooperative Clustering Technique (CCT) (Naseem *et al.*, 2013) for hierarchical clustering. They presented an analysis of well-known measures. Secondly, they presents a cooperative clustering approach for two types of well-known agglomerative hierarchical software clustering algorithms, for binary as well as non-binary features. Third, to evaluate the proposed CCT, they conducted modularization experiments on five software systems. Their analysis identifies certain cases that reveal weaknesses of the individual similarity measures. The experimental results supported their hypothesis that these weaknesses may be overcome by using more than one measure, as their CCT produces better modularization results for test systems in which these cases occur. They concluded that CCTs are capable of showing significant improvement over individual clustering algorithms for software modularization.

To discuss the various application areas of partition based clustering algorithms like k-Means, k-Medoids, Fuzzy C-Means, Dharmarajan & Velmurugan (2013) conducted a survey. According to them, the k-Means algorithm is very consistent when compared and analyzed with the other two algorithms. Further, it stamps its superiority in terms of its lesser execution time. From this survey, it is identified that the applications of innovative and special approaches of clustering algorithms principally are for medical domain. From the various applications by several researchers, particularly, the performance of k-Means algorithm is well suited. Most of the researchers are finding that the k-means algorithm is more suitable than other algorithms in their field.

In 2014, Fahad *et al.* (2014) introduced concepts and algorithms related to clustering by conducting a concise survey of existing (clustering) algorithms as well as providing a comparison of both theoretical and empirical perspectives. From a
theoretical perspective, they developed a categorizing framework based on the main properties pointed out in previous studies. They empirically conducted extensive experiments where they compared the most representative algorithm from each of the categories using a large number of real (big) data sets. The effectiveness of the candidate clustering algorithms is measured through a number of internal and external validity metrics, stability, run time, and scalability tests. In addition, they highlighted the set of clustering algorithms that are the best performing for big data.

In the same year, Britto et al. (2014) provided an intuitive introduction to cluster analysis. Their targeting audience were both scholars and students in Political Science. Methodologically, they used basic simulation to illustrate the underlying logic of cluster analysis and they replicated data from Coppedge, Alvarez and Maldonado (2008) to classify political regimes according to Dahls (1971) polyarchy dimensions: contestation and inclusiveness. They hoped to help novice scholars to understand and employ cluster analysis in empirical research of political science.

Recently, Aldana-Bobadilla & Kuri-Morales (2015) benchmarked their method relative to the better results theoretically. They utilized best performer techniques like Bayes classifier for normally distributed data and multilayer perceptron network for otherwise. Since in supervised classifications, the elements of classes are known as priori therefore they outperform non-supervised techniques. Moreover, they presented comparatively that the proposed method is effective against supervised one which clearly shows the superiority of proposed approach.

Shelly et al. (2016) introduces a new strategy for earthquake focal mechanisms using waveform-correlation-derived relative polarities and cluster analysis. They addressed the limitation of small subset of located events by reliable focal mechanisms in microseismicity analyses. They presented framework for determining robust focal mechanisms for entire populations of very small events. They used cluster analysis to group events with similar patterns of polarities across the network. Their research work aims to address a fundamental gap in typical micro earthquake studies.

The existing work on rough categorical data clustering is summarized in Table 2.1.
### Table 2.1: Summary of related work on cluster analysis

<table>
<thead>
<tr>
<th>Paper</th>
<th>Proposed Technique</th>
<th>Compared Techniques</th>
<th>Evaluation Metrics</th>
<th>Data Sets/ Application Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shelly et al. (2016)</td>
<td>New strategy for cluster analysis</td>
<td>Network-determined mechanisms</td>
<td>Polarity, Correlation</td>
<td>Focal mechanism</td>
</tr>
<tr>
<td>Britto et al. (2014)</td>
<td>Agglomeration methods</td>
<td>K-means</td>
<td>Inclusiveness, contestation</td>
<td>Political Science</td>
</tr>
<tr>
<td>Fahad et al. (2014)</td>
<td>Taxonomy and empirical analysis</td>
<td>Classical clustering algorithms</td>
<td>Stability, runtime, and scalability tests</td>
<td>MHORD, MHIRD, SHORD, SHIRD, SPFDS, DOSDS, SPDOS, WTP, DARPA, ITD, B Big data sets</td>
</tr>
<tr>
<td>Dharmarajan &amp; Velmurugan (2013)</td>
<td>Survey</td>
<td>Partition based Clustering Algorithms</td>
<td>Number of clusters</td>
<td>Medical data sets</td>
</tr>
<tr>
<td>Naseem et al. (2010)</td>
<td>Cooperative clustering technique</td>
<td>Agglomerative, LIMBO, Wcombined</td>
<td>MolofM measure, arbitrary decisions</td>
<td>Object oriented software systems, Mozilla</td>
</tr>
<tr>
<td>Tuma et al. (2009)</td>
<td>Empirical study</td>
<td>Several clustering methods</td>
<td>Segmentation Variables, Number of clusters</td>
<td>Marketing research</td>
</tr>
<tr>
<td>Maqbool &amp; Babri (2007)</td>
<td>Combined and Weighted Algorithms</td>
<td>Agglomerative approaches</td>
<td>Arbitrary decisions, Number of clusters</td>
<td>Open source software systems written</td>
</tr>
<tr>
<td>Xu &amp; Wunsch (2005)</td>
<td>Survey</td>
<td>Several clustering algorithms</td>
<td>Percentage error, Accuracy</td>
<td>Iris, Mushroom, Salesman problem, Bioinformatics.</td>
</tr>
<tr>
<td>Shuanhu et al. (2004)</td>
<td>Self-Splitting and Competitive Learning</td>
<td>OPTOC</td>
<td>Number of clusters</td>
<td>Gene Expression Data</td>
</tr>
<tr>
<td>Wong et al. (2000)</td>
<td>Segmentation and phantom study</td>
<td>Manual ROI</td>
<td>Average mean squared error, time</td>
<td>PET Images, lung data</td>
</tr>
<tr>
<td>Gatti et al. (1999)</td>
<td>CACTUS</td>
<td>STIRR</td>
<td>Similarity, time</td>
<td>Real and synthetic datasets</td>
</tr>
<tr>
<td>Anquetil &amp; Lethbridge (1999)</td>
<td>Software Re-modularization</td>
<td>Complete, single, weighted</td>
<td>Precision, Recall, Cohesion, Clustering, Similarity</td>
<td>gcc, Linux, Mozilla and real world legacy system</td>
</tr>
<tr>
<td>Huang (1998)</td>
<td>Extended k-Means and k-modes</td>
<td>k-Means and k-modes</td>
<td>Accuracy, run time, standard deviation</td>
<td>Soybean disease and credit approval</td>
</tr>
<tr>
<td>Mathieu &amp; Gibson (1993)</td>
<td>Decision support approach</td>
<td>Average linkage, Centroid, Ward’s</td>
<td>Growth rate, Gamma frequency</td>
<td>Large scale R &amp; D planning.</td>
</tr>
<tr>
<td>Rousseau (1987)</td>
<td>Silhouettes</td>
<td>Fuzzy clustering</td>
<td>Average silhouette width, Number of clusters</td>
<td>Raspini</td>
</tr>
</tbody>
</table>
2.3 Supplier base management (SBM)

Nowadays, the flexibility, business environment, uncertainty, globalization, customer behavior, security and interdependencies among the various factors of supply chain define the market trends. The non-core activities are outsourced whereas, organizations are currently focusing on core competencies. It motivates the importance on supplier based management and dependence of companies on their suppliers. Supply base rationalization, supplier evaluation and development are the three main categories of supplier base management practices. The suppliers evaluate their companies using different supplier selection techniques and models besides supporting the decisions relating to supplier selection. The supplier selection methods include analytical hierarchical process, linear weighting models, mathematical programming models, outranking, expert systems, total cost of ownership, case based reasoning, data envelopment analysis and portfolio analysis (Darshit et al., 2010). The identification and elimination of non capable suppliers in terms of meeting the companys needs comes in the category of supply base rationalization or supply base optimization. This approach results in a group of suppliers that are capable to meet the services and product requirements of the purchasing organization. The needs of buying firm can be fulfilled by developing and managing the performance of suppliers (Krause et al., 1998).

The specifications are replaced with finished deliverables by referring to supply chain through a network of dependent and integrated systems. This term is used commonly in academia and industry. Moreover, the integrated information and materials regarding the product flow from suppliers to end users are managed by the supply chain. It is also useful for improving the inventories cost, time to market and customer satisfaction. Hence, these complexities which is not an easy task are managed by supply chain management. The complexity is dependent on prevailing characterized circumstances because of certain market followings like collaboration, uncertainty, continuously changing business environment, flexibility, globalization, security and customer behavior (Darshit et al., 2010).
According to literature, in whole procedure of transformation to finished deliverables, implication as disturbance and exemption results in delaying significantly customer delivery and are costly. These exemptions are classified into categories like process, output and input by Xu et al. (2003). The process associated exemptions are disturbances appearing in the manufacturing system whereas the output associated exemptions are related to order changes from customers. The input associated exemptions includes partial and delayed deliveries etc by suppliers.

According to Zsidisin & Ellram (2003), the lean supply chains becomes more weaker due to supply side disturbance and are fragile because it results from Six Sigma, lean systems and Just-In-Time etc. They also concluded the inbound supply disruptions like delayed launches, late deliveries, stockouts/lost sales and unplanned downtime. This may result in lower market, revenue and high price. The supply chains are now more weak to external disturbance as claimed by Christopher and Peck Darshit et al. (2010). Though, from a cost and quality management perspective, the single sourcing may be advantageous but in terms of resilience it could be dangerous. Moreover, they suggests an alternative supply source.

Despite of valuable energies spent on supplier base management, the enlarged size of the supplier pool is one of challenging problem that need to be addressed. Darshit et al. (2010) applied MMR whereas Herawan et al. (2010c) uses MDA technique for supply base management. To date, very limited data mining approaches like clustering are utilized for arranging a large number of suppliers into similar small manageable groups.

### 2.4 Cluster validation

Clusters obtained as a result of clustering process must be assessed to evaluate their quality. Cluster validation or cluster evaluation is important and should be a part of every clustering process. A key motivation is that each clustering approach results in its own kind of clusters in a data set due to several possible cluster combinations. Hence, these clustering algorithms can be judged by evaluating their performance
comparatively. The evaluation may be carried out by using external, relative and internal assessments (Maqbool & Babri, 2007). The evaluation metrics or measures are used to judge different aspects of clustering. They are also named as unsupervised, supervised and relative measures. The definitions of them are taken from the book on data mining by Tan et al. (2006).

2.4.1 Unsupervised measures

In the absence of external information, if the goodness of a clustering structure is measured then it is unsupervised measurement Tan et al. (2006). Sum of Square Error (SSE) is an example of it. The unsupervised cluster validity measures are further divided into cohesion and separation mainly. Custer cohesion (compactness, tightness) finds how much the objects in a cluster are closely related. On the other hand, the cluster separation (isolation) finds how much a cluster is well-separated or distant from other clusters. Due to the reason that, only the information present in the data set is used by unsupervised measures hence, they are also known as internal indices.

2.4.2 Supervised measures

The clustering algorithm discovers a clustering structure matching some external structure to an extent that is measured using supervised measures Tan et al. (2006). Entropy is a type of supervised index that finds how good the developed clusters are matching the external class labels. Though, the supervised metrics are using the information not available in the data set hence, they are also known as external indices.

2.4.3 Relative measures

Different clusterings or clusters are compared in relative cluster evaluation measures Tan et al. (2006). It is either an unsupervised or supervised evaluation utilized for the reason of comparison. Hence, they are actually for particular use of such measures but
not a separate cluster evaluation measure like either SSE or entropy measures can be utilized for comparison of two K-means clusterings.

Now, an overview of different cluster measures utilized by researchers are presented in subsequent paras.

### 2.4.4 Related work on cluster validation

Several aspects of cluster validation include: determining the clustering tendency, comparing and evaluating the results to determine the better clustering combination etc. The overview of some existing research that utilizes the cluster validation measures are summarized subsequently.

In year 2000, Davey & Burd (2000) described the investigation of a technique for re-modularizing legacy software for cluster analysis. They took into account the data cohesion as an influencing factor to the re-modularization process and compared and contrasted this with calling structure analysis. A number of different cluster analysis techniques were chosen for evaluation. The authors develop a tool to perform this cluster analysis with two main aims; to provide a way of evaluating the chosen techniques and to provide a usable method of generating a re-modularization of a software system. The techniques evaluated techniques produced modularization of varying quality. However, they thought that cluster analysis is a valuable and useful approach to software re-modularization that is worth further investigation.

The entropy based metrics to find the cluster heterogeneity have been utilized for a long time. Clustering the categorical data using entropy based metric was presented by Li & Ogihara (2004). They illustrated that in the prescribed framework of probabilistic clustering models this entropy based metric can be obtained. Later on, based on dissimilarity coefficients, they developed a link between the approach and criterion. Similarly, to search the partitions that minimizes the criterion, they introduced an iterative Monte-Carlo method. The effectiveness of proposed method is proved through conducting several experiments.

In document datasets, Zhao & KARYPIS (2004) presents their study of
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